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Abstract
Big Data is a term used to describe the large amount of data in the networked, digitized, sensor-laden, information-driven world. While opportunities exist with Big Data, the data can overwhelm traditional technical approaches, and the growth of data is outpacing scientific and technological advances in data analytics. To advance progress in Big Data, the NIST Big Data Public Working Group (NBD-PWG) is working to develop consensus on important fundamental concepts related to Big Data. The results are reported in the NIST Big Data Interoperability Framework series of volumes. This volume, Volume 6, summarizes the work performed by the NBD-PWG to characterize Big Data from an architecture perspective, presents the NIST Big Data Reference Architecture (NBDRA) conceptual model, and discusses the components and fabrics of the NBDRA. 
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[bookmark: _Toc415608087][bookmark: _Toc480865941]Executive Summary
[bookmark: _Toc376786280]The summary below will be updated when the document content is near finalization.
This document, NIST Big Data Interoperability Framework: Volume 8, Reference Architecture Interfaces, was prepared by the NIST Big Data Public Working Group (NBD-PWG) Reference Architecture Subgroup to establish the operational interfaces for management interactions and dataflow with needed resources between Reference Architecture components which are defined in the Volume 6 Reference Architecture. 
These interfaces, referred to as the NIST Big Data Reference Architecture Interfaces (NBDRAI), was crafted by addressing the model (structure and representation) and protocol (execution mechanism) to the control of the Big Data application lifecycle under the direction of the System Orchestrator to other NBDRA components. Specific interfaces and the interactions between NBDRA components shall be described and defined.
The NIST Big Data Interoperability Framework consists of seven volumes, each of which addresses a specific key topic, resulting from the work of the NBD-PWG. The seven volumes are:
Volume 1, Definitions
Volume 2, Taxonomies 
Volume 3, Use Cases and General Requirements
Volume 4, Security and Privacy 
Volume 5, Architectures White Paper Survey
Volume 6, Reference Architecture
Volume 7, Standards Roadmap
Volume 8, Interfaces
The NIST Big Data Interoperability Framework will be released in three versions, which correspond to the three development stages of the NBD-PWG work. The three stages aim to achieve the following with respect to the NIST Big Data Reference Architecture (NBDRA).
1.  Identify the high-level Big Data reference architecture key components, which are technology-, infrastructure-, and vendor-agnostic.
1.  Define general interfaces between the NBDRA components.
1.  Validate the NBDRA by building Big Data general applications through the general interfaces.
Potential areas of future work for the Subgroup during stage 3 are highlighted in Section 1.5 of this volume. The current effort documented in this volume reflects concepts developed within the rapidly evolving field of Big Data.
[bookmark: _Toc381341398][bookmark: _Toc381341958][bookmark: _Toc381342400][bookmark: _Toc381342433][bookmark: _Toc381342434]

[bookmark: _Toc415608088][bookmark: _Toc480865942]Introduction
[bookmark: _Toc376786281][bookmark: _Toc381342435][bookmark: _Toc415608089][bookmark: _Toc480865943]Background
[bookmark: _Toc381342436][bookmark: _Toc415608090]There is broad agreement among commercial, academic, and government leaders about the remarkable potential of Big Data to spark innovation, fuel commerce, and drive progress. Big Data is the common term used to describe the deluge of data in today’s networked, digitized, sensor-laden, and information-driven world. The availability of vast data resources carries the potential to answer questions previously out of reach, including the following:
· How can a potential pandemic reliably be detected early enough to intervene? 
· Can new materials with advanced properties be predicted before these materials have ever been synthesized? 
· How can the current advantage of the attacker over the defender in guarding against cyber-security threats be reversed? 
There is also broad agreement on the ability of Big Data to overwhelm traditional approaches. The growth rates for data volumes, speeds, and complexity are outpacing scientific and technological advances in data analytics, management, transport, and data user spheres. 
Despite widespread agreement on the inherent opportunities and current limitations of Big Data, a lack of consensus on some important fundamental questions continues to confuse potential users and stymie progress. These questions include the following: 
· How is Big Data defined?
· What attributes define Big Data solutions? 
· What is the significance of possessing Big Data?
· How is Big Data different from traditional data environments and related applications? 
· What are the essential characteristics of Big Data environments? 
· How do these environments integrate with currently deployed architectures? 
· What are the central scientific, technological, and standardization challenges that need to be addressed to accelerate the deployment of robust Big Data solutions?
Within this context, on March 29, 2012, the White House announced the Big Data Research and Development Initiative.[endnoteRef:2] The initiative’s goals include helping to accelerate the pace of discovery in science and engineering, strengthening national security, and transforming teaching and learning by improving the ability to extract knowledge and insights from large and complex collections of digital data. [2:  The White House Office of Science and Technology Policy, “Big Data is a Big Deal,” OSTP Blog, accessed February 21, 2014, http://www.whitehouse.gov/blog/2012/03/29/big-data-big-deal.] 

Six federal departments and their agencies announced more than $200 million in commitments spread across more than 80 projects, which aim to significantly improve the tools and techniques needed to access, organize, and draw conclusions from huge volumes of digital data. The initiative also challenged industry, research universities, and nonprofits to join with the federal government to make the most of the opportunities created by Big Data. 
Motivated by the White House initiative and public suggestions, the National Institute of Standards and Technology (NIST) has accepted the challenge to stimulate collaboration among industry professionals to further the secure and effective adoption of Big Data. As one result of NIST’s Cloud and Big Data Forum held on January 15–17, 2013, there was strong encouragement for NIST to create a public working group for the development of a Big Data Standards Roadmap. Forum participants noted that this roadmap should define and prioritize Big Data requirements, including interoperability, portability, reusability, extensibility, data usage, analytics, and technology infrastructure. In doing so, the roadmap would accelerate the adoption of the most secure and effective Big Data techniques and technology.
On June 19, 2013, the NIST Big Data Public Working Group (NBD-PWG) was launched with extensive participation by industry, academia, and government from across the nation. The scope of the NBD-PWG involves forming a community of interests from all sectors—including industry, academia, and government—with the goal of developing consensus on definitions, taxonomies, secure reference architectures, security and privacy, and—from these—a standards roadmap. Such a consensus would create a vendor-neutral, technology- and infrastructure-independent framework that would enable Big Data stakeholders to identify and use the best analytics tools for their processing and visualization requirements on the most suitable computing platform and cluster, while also allowing value-added from Big Data service providers.
The NIST Big Data Interoperability Framework will be released in three versions, which correspond to the three stages of the NBD-PWG work. The three stages aim to achieve the following with respect to the NIST Big Data Reference Architecture (NBDRA.)
Stage 1:  Identify the high-level Big Data reference architecture key components, which are technology, infrastructure, and vendor agnostic.
Stage 2:  Define general interfaces between the NBDRA components.
Stage 3:  Validate the NBDRA by building Big Data general applications through the general interfaces.
On September 16, 2015, seven volumes NIST Big Data Interoperability Framework V1.0 documents were published (http://bigdatawg.nist.gov/V1_output_docs.php), each of which addresses a specific key topic, resulting from the work of the NBD-PWG. The seven volumes are as follows:
· Volume 1, Definitions
· Volume 2, Taxonomies 
· Volume 3, Use Cases and General Requirements
· Volume 4, Security and Privacy 
· Volume 5, Architectures White Paper Survey
· Volume 6, Reference Architecture
· Volume 7, Standards Roadmap
Currently the NBD-PWG is working on Stage 2 with the goals to enhance the version 1 content, define general interfaces between the NBDRA components by aggregating low-level interactions into high-level general interfaces, and demonstrate how the NBDRA can be used. As a result, the following two additional volumes have been identified.
· Volume 8, Reference Architecture Interfaces
· Volume 9, Adoption and Modernization
Potential areas of future work for each volume during Stage 3 are highlighted in Section 1.5 of each volume. The current effort documented in this volume reflects concepts developed within the rapidly evolving field of Big Data.
[bookmark: _Toc480865944][bookmark: _Toc381095703][bookmark: _Toc381202467][bookmark: _Toc381202523][bookmark: _Toc381202607][bookmark: _Toc381095704][bookmark: _Toc381202468][bookmark: _Toc381202524][bookmark: _Toc381202608][bookmark: _Toc381095705][bookmark: _Toc381202469][bookmark: _Toc381202525][bookmark: _Toc381202609][bookmark: _Toc381095706][bookmark: _Toc381202470][bookmark: _Toc381202526][bookmark: _Toc381202610][bookmark: _Toc381095707][bookmark: _Toc381202471][bookmark: _Toc381202527][bookmark: _Toc381202611][bookmark: _Toc381095708][bookmark: _Toc381202472][bookmark: _Toc381202528][bookmark: _Toc381202612][bookmark: _Toc381095709][bookmark: _Toc381202473][bookmark: _Toc381202529][bookmark: _Toc381202613][bookmark: _Toc381095710][bookmark: _Toc381202474][bookmark: _Toc381202530][bookmark: _Toc381202614][bookmark: _Toc381095711][bookmark: _Toc381202475][bookmark: _Toc381202531][bookmark: _Toc381202615][bookmark: _Toc381095712][bookmark: _Toc381202476][bookmark: _Toc381202532][bookmark: _Toc381202616][bookmark: _Toc376786282]Scope and Objectives of the Reference Architectures Subgroup
Reference architectures provide “an authoritative source of information about a specific subject area that guides and constrains the instantiations of multiple architectures and solutions.” [endnoteRef:3] Reference architectures generally serve as a foundation for solution architectures and may also be used for comparison and alignment of instantiations of architectures and solutions.  [3:  Office of the Assistant Secretary of Defense, “Reference Architecture Description,” U.S. Department of Defense, June 2010, http://dodcio.defense.gov/Portals/0/Documents/DIEA/Ref_Archi_Description_Final_v1_18Jun10.pdf.


aaa. (n.d.).
Blog, The White House Office of Science and Technology Policy. (2014, February 21). Big Data is a Big Deal. Washington, DC, USA.
Chang, F., Dean, J., Ghemawat, Sanjay, Hsieh, W. C., Wallach, D. A., et al. (2006). Bigtable: A distributed storage system for structured data. PROCEEDINGS OF THE 7TH CONFERENCE ON USENIX SYMPOSIUM ON OPERATING SYSTEMS DESIGN AND IMPLEMENTATION. 7, pp. 205--218. USENIX.
Colella, P. (2004). Deﬁning software requirements for scientiﬁc computing. Slide of 2004 presentation included in David Patterson’s 2005 talk. Retrieved from http://www.lanl.gov/orgs/hpc/salishan/salishan2005/davidpatterson.pdf
Patterson, D., & Yelick, K. (n.d.). Dwarf Mind. Retrieved from A View From Berkeley: http://view.eecs.berkeley.edu/wiki/Dwarf_Mine
Smith, B., Malyuta, T., Mandirck, W. S., Fu, C., Parent, K., & Patel, M. (2012). Horizontal Integration of Warfighter Intelligence Data. Semantic Technology in Intelligence, Defense and Security (STIDS). Fairfax.
Yoakum-Stover, S., & Malyuta, T. (2008). Unified Data Integration for Situation Management. Military Communications. 


[6] ???

General Resources
The following resources provide additional information related to Big Data architecture. 
Big Data Public Working Group, “NIST Big Data Program,” National Institute for Standards and Technology, June 26, 2013, http://bigdatawg.nist.gov .
Doug Laney, “3D Data Management: Controlling Data Volume, Velocity, and Variety,” Gartner, February 6, 2001, http://blogs.gartner.com/doug-laney/files/2012/01/ad949-3D-Data-Management-Controlling-Data-Volume-Velocity-and-Variety.pdf.



] 

The goal of the NBD-PWG Reference Architecture Subgroup is to develop an open reference architecture for Big Data that achieves the following objectives:
Provides a common language for the various stakeholders;
Encourages adherence to common standards, specifications, and patterns;
Provides consistent methods for implementation of technology to solve similar problem sets;
Illustrates and improves understanding of the various Big Data components, processes, and systems, in the context of a vendor- and technology-agnostic Big Data conceptual model; 
Provides a technical reference for U.S. government departments, agencies, and other consumers to understand, discuss, categorize, and compare Big Data solutions; and 
Facilitates analysis of candidate standards for interoperability, portability, reusability, and extendibility.
The NBDRA is a high-level conceptual model crafted to serve as a tool to facilitate open discussion of the requirements, design structures, and operations inherent in Big Data. The NBDRA is intended to facilitate the understanding of the operational intricacies in Big Data. It does not represent the system architecture of a specific Big Data system, but rather is a tool for describing, discussing, and developing system-specific architectures using a common framework of reference. The model is not tied to any specific vendor products, services, or reference implementation, nor does it define prescriptive solutions that inhibit innovation. 
The NBDRA does not address the following:
Detailed specifications for any organization’s operational systems;
Detailed specifications of information exchanges or services; and
Recommendations or standards for integration of infrastructure products.
[bookmark: _Toc415608091][bookmark: _Toc480865945][bookmark: _Toc381342437]Report Production 
This section will be revised.
A wide spectrum of Big Data architectures have been explored and developed as part of various industry, academic, and government initiatives. The development of the NBDRA and material contained in this volume involved the following steps:
1. 
[bookmark: _Toc415608092][bookmark: _Toc480865946][bookmark: _Toc376786284][bookmark: _Toc381342438]Report Structure 
This section will be revised.
The organization of this document roughly corresponds to the process used by the NBD-PWG to develop the NBDRA. Following the introductory material presented in Section 1, the remainder of this document is organized as follows: 

[bookmark: _Toc415608093][bookmark: _Toc480865947]Future Work on this Volume 
This document presents the initial NBDRA interfaces that will be essential to implement the NBDRA. We are focusing on a set of interfaces defined through example that can be used to create schema based definitions of objects that we manipulate through Big Data design patterns. Future activities will focus on the formalization of the interfaces defined by example. The formal interfaces will be included in the appendix of the document.
Next, we will be validating the interfaces while 
Verifying select use cases from the 62 (51 general and 11 security and privacy) submitted use cases or other, to be identified, meaningful use cases;
 Working with domain experts to identify workflow and interactions among the NBDRA components and fabrics;
Exploring and modeling these interactions within a small-scale, manageable, and well-defined confined environment; and 
Aggregating the common data workflow and interactions between NBDRA components and fabrics and package them into general interfaces.
Additional work is expected through an iterative improvement process while addressing the activities previously mentioned.



[bookmark: _Toc376786285][bookmark: _Toc381342439][bookmark: _Toc415608094]
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[bookmark: _Toc480865948]NBDRA Interface Requirements
The Volume 6 Reference Architecture document provides a list of comprehensive high-level reference architecture requirements and introduces the NIST Big Data Reference Architecture (NBDRA) (see Figure 1). To enable interoperability between the NBDRA components, a list of well-defined NBDRA interface is needed.  To introduce them, we will follow the NBDRA and focus on interfaces that allow us to bootstrap the NBDRA. Each section will introduce an Interface while documenting the requirement as well as a simple specification addressing the immediate interface needs. We expect that this document will grow with the help of contributions from the community to achieve a comprehensive set of interfaces that will be usable for the implementation of Big Data Architectures. Validation of this approach can be achieved while applying it to the use cases that have been gathered in Volume 3. These use cases have considerably contributed towards the design of the NBDRA. Hence our expectation is that (a) the interfaces can be used to help implementing a big data architecture for a specific use case, and (b) the proper implementation can validate the NBDRA. Through this approach, we can facilitate subsequent analysis and comparison of the use cases. 
[bookmark: _Toc480865949]High Level Requirements of the Interface Approach
Next, we focus on the high-level requirements of the interface approach. 

[bookmark: _Toc480866061]Figure  NIST Big Data Reference Architecture (NBDRA)
[bookmark: _Toc480865950]Technology and Vendor Agnostic
Due to the many different tools, services, and infrastructures available in the general area of big data an interface ought to be as vendor independent as possible, while at the same time be able to leverage best practices. As such we need to provide a methodology that allows extension of interfaces to adapt and leverage existing approaches, but also allows the interfaces to provide merit in easy specifications that assist the formulation and definition of the NBDRA. 
[bookmark: _Toc480865951][bookmark: _Toc415608095]Support of Plug-In Compute Infrastructure
As big data is not just about hosting data, but about analyzing data the interfaces we provide must encapsulate a rich infrastructure environment that is used by data scientists. This includes the ability to integrate (or plug-in) various compute resources and services to provide the necessary compute power to analyze the data. This includes (a) access to hierarchy of compute resources, from the laptop/desktop, servers, data clusters, and clouds, (b) he ability to integrate special purpose hardware such as GPUs and FPGAs that are used in accelerated analysis of data, and (c) the integration of services including micro services that allow the analysis of the data by delegating them to hosted or dynamically deployed services on the infrastructure of choice.
[bookmark: _Toc480865952]Orchestration of Infrastructure and Services
As part of the use case collection we present in Volume 3, it is obvious that we need to address the mechanism of preparing the preparation of infrastructures suitable for various use cases. As such we are not attempting to deliver a single deployed BDRA, but allow the setup of an infrastructure that satisfies the particular uses case. To achieve this task, we need to provision software tacks and services on infrastructures and orchestrate their deployment. It is not focus of this document to replace existing orchestration software and services, but provide an interface to them to leverage them as part of defining and creating the infrastructure. Various orchestration frameworks and services could therefore be leveraged and work in orchestrated fashion to achieve the goal of preparing an infrastructure suitable for one or more applications.
[bookmark: _Toc480865953]Orchestration of Big Data Applications and Experiments
The creation of the infrastructure suitable for big data applications provides the basic infrastructure. However big data applications may require the creation of sophisticated applications as part of interactive experiments to analyze and probe the data. For this purpose, we need to be able to orchestrate and interact with experiments conducted on the data while assuring reproducibility and correctness of the data. For this purpose, a System Orchestrator (either the Data Scientists or a service acting in behalf of the scientist) uses the BD Application Provider as the command center to orchestrate dataflow from Data Provider, carryout the BD application lifecycle with the help of the BD Framework Provider, and enable Data Consumer to consume Big Data processing results. An interface is needed to describe the interactions and to allow leveraging of experiment management frameworks in scripted fashion. We require a customization of parameters on several levels. On the highest level, we require high level- application motivated parameters to drive the orchestration of the experiment. On lower levels these high-level parameters may drive and create service level agreement augmented specifications and parameters that could even lead to the orchestration of infrastructure and services to satisfy experiment needs.
[bookmark: _Toc480865954]Reusability
The interfaces provided must encourage reusability of the infrastructure, services and experiments described by them. This includes (a) reusability of available analytics packages and services for adoption (b) deployment of customizable analytics tools and services, and (c) operational adjustments that allow the services and infrastructure to be adapted while at the same time allowing for reproducible experiment execution
[bookmark: _Toc480865955]Execution Workloads
One of the important aspects of distributed big data services can be that the data served is simply too big to be moved to a different location. Instead we are in the need of an interface allowing us to describe and package analytics algorithms and potentially also tools as a payload to a data service. This can be best achieved not by sending the detailed execution, but sending an interface description that describes how such an algorithm or tool can be created on the server end and be executed under security considerations integrated with authentication and authorization in mind.
[bookmark: _Toc480865956]Security and Privacy Fabric Requirements 
Subsection Scope: Discussion of high-level requirements of the interface approach for the Security and Privacy Fabric.

[bookmark: _Toc480865957]System Orchestration Requirements
Subsection Scope: Discussion of high-level requirements of the interface approach for the System Orchestrator.
[bookmark: _Toc480865958]Application Providers Requirements 
Subsection Scope: Discussion of high-level requirements of the interface approach for the Application Provider.

[bookmark: _Toc480865959]Component Specific Interface Requirements
In this section, we summarize a set of requirements for the interface of a particular component in the NBDRA. The components are listed in Figure 1 and addressed in each of the subsections as part of Section 2.2 of this document. The five main functional components of the NBDRA represent the different technical roles within a Big Data system. The functional components are listed below and discussed in subsequent subsections.
System Orchestrator: Defines and integrates the required data application activities into an operational vertical system;
Big Data Application Provider: Executes a data life cycle to meet security and privacy requirements as well as System Orchestrator-defined requirements;
Data Provider: Introduces new data or information feeds into the Big Data system;
Big Data Framework Provider: Establishes a computing framework in which to execute certain transformation applications while protecting the privacy and integrity of data; and
Data Consumer: Includes end users or other systems that use the results of the Big Data Application Provider.
[bookmark: _Toc480865960]System Orchestrator Interface Requirements
The System Orchestrator role includes defining and integrating the required data application activities into an operational vertical system. Typically, the System Orchestrator involves a collection of more specific roles, performed by one or more actors, which manage and orchestrate the operation of the Big Data system. These actors may be human components, software components, or some combination of the two. The function of the System Orchestrator is to configure and manage the other components of the Big Data architecture to implement one or more workloads that the architecture is designed to execute. The workloads managed by the System Orchestrator may be assigning/provisioning framework components to individual physical or virtual nodes at the lower level, or providing a graphical user interface that supports the specification of workflows linking together multiple applications and components at the higher level. The System Orchestrator may also, through the Management Fabric, monitor the workloads and system to confirm that specific quality of service requirements are met for each workload, and may actually elastically assign and provision additional physical or virtual resources to meet workload requirements resulting from changes/surges in the data or number of users/transactions.
The interface to the system orchestrator must be capable of specifying the task of orchestration the deployment, configuration, and the execution of applications within the NBDRA. A simple vendor neutral specification to coordinate the various parts either as simple parallel language tasks or as a workflow specification is needed to facilitate the overall coordination. Integration of existing tools and services into the orchestrator as extensible interface is desirable.
[bookmark: _Toc480865961]Data Provider Interface Requirements
The Data Provider role introduces new data or information feeds into the Big Data system for discovery, access, and transformation by the Big Data system. New data feeds are distinct from the data already in use by the system and residing in the various system repositories. Similar technologies can be used to access both new data feeds and existing data. The Data Provider actors can be anything from a sensor, to a human inputting data manually, to another Big Data system.
Interfaces for data providers must be able to specify a data provider so it can be located by a data consumer. It also must include enough details to identify the services offered so they can be pragmatically reused by consumers. Interfaces to describe pipes and filters must be addressed.
[bookmark: _Toc480865962]Data Consumer Interface Requirements
Similar to the Data Provider, the role of Data Consumer within the NBDRA can be an actual end user or another system. In many ways, this role is the mirror image of the Data Provider, with the entire Big Data framework appearing like a Data Provider to the Data Consumer. The activities associated with the Data Consumer role include (a) Search and Retrieve (b) Download (c) Analyze Locally (d) Reporting (d) Visualization (e) Data to Use for Their Own Processes. The interface for the data consumer must be able to describe the consuming services and how they retrieve information or leverage data consumers.
[bookmark: _Toc480865963]Big Data Application Interface Provider
The Big Data Application Provider role executes a specific set of operations along the data life cycle to meet the requirements established by the System Orchestrator, as well as meeting security and privacy requirements. The Big Data Application Provider is the architecture component that encapsulates the business logic and functionality to be executed by the architecture. 
The interfaces to describe big data applications include interfaces for the various subcomponents including collections, preparation/curation, analytics, visualization, and access. Some if the interfaces used in these components can be reused from other interfaces introduced in other sections of this document. Where appropriate we will identify application specific interfaces and provide examples of them while focusing on a use case as identified in Volume 3 of this series.
[bookmark: _Toc480865964]Collection
In general, the collection activity of the Big Data Application Provider handles the interface with the Data Provider. This may be a general service, such as a file server or web server configured by the System Orchestrator to accept or perform specific collections of data, or it may be an application-specific service designed to pull data or receive pushes of data from the Data Provider. Since this activity is receiving data at a minimum, it must store/buffer the received data until it is persisted through the Big Data Framework Provider. This persistence need not be to physical media but may simply be to an in-memory queue or other service provided by the processing frameworks of the Big Data Framework Provider. The collection activity is likely where the extraction portion of the Extract, Transform, Load (ETL)/Extract, Load, Transform (ELT) cycle is performed. At the initial collection stage, sets of data (e.g., data records) of similar structure are collected (and combined), resulting in uniform security, policy, and other considerations. Initial metadata is created (e.g., subjects with keys are identified) to facilitate subsequent aggregation or look-up methods.
[bookmark: _Toc480865965]Preparation
The preparation activity is where the transformation portion of the ETL/ELT cycle is likely performed, although analytics activity will also likely perform advanced parts of the transformation. Tasks performed by this activity could include data validation (e.g., checksums/hashes, format checks), cleansing (e.g., eliminating bad records/fields), outlier removal, standardization, reformatting, or encapsulating. This activity is also where source data will frequently be persisted to archive storage in the Big Data Framework Provider and provenance data will be verified or attached/associated. Verification or attachment may include optimization of data through manipulations (e.g., deduplication) and indexing to optimize the analytics process. This activity may also aggregate data from different Data Providers, leveraging metadata keys to create an expanded and enhanced data set.
[bookmark: _Toc480865966]Analytics
The analytics activity of the Big Data Application Provider includes the encoding of the low-level business logic of the Big Data system (with higher-level business process logic being encoded by the System Orchestrator). The activity implements the techniques to extract knowledge from the data based on the requirements of the vertical application. The requirements specify the data processing algorithms for processing the data to produce new insights that will address the technical goal. The analytics activity will leverage the processing frameworks to implement the associated logic. This typically involves the activity providing software that implements the analytic logic to the batch and/or streaming elements of the processing framework for execution. The messaging/communication framework of the Big Data Framework Provider may be used to pass data or control functions to the application logic running in the processing frameworks. The analytic logic may be broken up into multiple modules to be executed by the processing frameworks which communicate, through the messaging/communication framework, with each other and other functions instantiated by the Big Data Application Provider.
[bookmark: _Toc480865967]Visualization
The visualization activity of the Big Data Application Provider prepares elements of the processed data and the output of the analytic activity for presentation to the Data Consumer. The objective of this activity is to format and present data in such a way as to optimally communicate meaning and knowledge. The visualization preparation may involve producing a text-based report or rendering the analytic results as some form of graphic. The resulting output may be a static visualization and may simply be stored through the Big Data Framework Provider for later access. However, the visualization activity frequently interacts with the access activity, the analytics activity, and the Big Data Framework Provider (processing and platform) to provide interactive visualization of the data to the Data Consumer based on parameters provided to the access activity by the Data Consumer. The visualization activity may be completely application-implemented, leverage one or more application libraries, or may use specialized visualization processing frameworks within the Big Data Framework Provider. 
[bookmark: _Toc480865968]Access
The access activity within the Big Data Application Provider is focused on the communication/interaction with the Data Consumer. Similar to the collection activity, the access activity may be a generic service such as a web server or application server that is configured by the System Orchestrator to handle specific requests from the Data Consumer. This activity would interface with the visualization and analytic activities to respond to requests from the Data Consumer (who may be a person) and uses the processing and platform frameworks to retrieve data to respond to Data Consumer requests. In addition, the access activity confirms that descriptive and administrative metadata and metadata schemes are captured and maintained for access by the Data Consumer and as data is transferred to the Data Consumer. The interface with the Data Consumer may be synchronous or asynchronous in nature and may use a pull or push paradigm for data transfer. 
[bookmark: _Toc480865969]Big Data Provider Framework Interface Requirements
Data for Big Data applications are delivered through data providers. They can be either local providers contributed by a user or distributed data providers that refer to data on the internet.  We must be able to provide the following functionality (1) interfaces to files (2) interfaces to virtual data directories (3) interfaces to data streams (4) and interfaces to data filters.
[bookmark: _Toc480865970]Infrastructures Interface Requirements
This Big Data Framework Provider element provides all of the resources necessary to host/run the activities of the other components of the Big Data system. Typically, these resources consist of some combination of physical resources, which may host/support similar virtual resources.
As part of the NBDRA we need interfaces that can be used to deal with the underlying infrastructure to address networking, computing, and storage
[bookmark: _Toc480865971]Platforms Interface Requirements
As part of the NBDRA platforms we need interfaces that can address platform needs and services for data organization, data distribution, indexed storage, and file systems.
[bookmark: _Toc480865972]Processing Interface Requirements
The processing frameworks for Big Data provide the necessary infrastructure software to support implementation of applications that can deal with the volume, velocity, variety, and variability of data. Processing frameworks define how the computation and processing of the data is organized. Big Data applications rely on various platforms and technologies to meet the challenges of scalable data analytics and operation. 
We need to be able to interface easily with computing services that offer specific analytics services, batch processing capabilities, interactive analysis, and data streaming.
[bookmark: _Toc480865973]Crosscutting Interface Requirements
A number of crosscutting interface requirements within the NBDRA provider frameworks include messaging, communication, and resource management. Often these eservices may actually be hidden from explicit interface use as they are part of larger systems that expose higher level functionality through their interfaces. However, it may be needed to expose such interfaces also on a lower level in case finer grained control is needed. We will identify the need for such crosscutting interface requirements form Volume 3 of this series.
Messaging/Communications Frameworks
Messaging and communications frameworks have their roots in the High Performance Computing (HPC) environments long popular in the scientific and research communities. Messaging/Communications Frameworks were developed to provide APIs for the reliable queuing, transmission, and receipt of data
Resource Management Framework
As Big Data systems have evolved and become more complex, and as businesses work to leverage limited computation and storage resources to address a broader range of applications and business challenges, the requirement to effectively manage those resources has grown significantly. While tools for resource management and “elastic computing” have expanded and matured in response to the needs of cloud providers and virtualization technologies, Big Data introduces unique requirements for these tools. However, Big Data frameworks tend to fall more into a distributed computing paradigm, which presents additional challenges. 
[bookmark: _Toc480865974]BD Application Provider to Framework Provider Interface
The Big Data Framework Provider typically consists of one or more hierarchically organized instances of the components in the NBDRA IT value chain (Figure 2). There is no requirement that all instances at a given level in the hierarchy be of the same technology. In fact, most Big Data implementations are hybrids that combine multiple technology approaches in order to provide flexibility or meet the complete range of requirements, which are driven from the Big Data Application Provider. 



[bookmark: _Toc480865975]Interface Design and Approach
In this section, we describe our mechanisms to specify the interfaces in an easy fashion. 
[bookmark: _Toc480865976]Design by Example
This first version of the document will use an approach to define objects and its interfaces by example. These examples are than taken in a later version of the document and a schema is generated from it. The schema will be added in its complete form to the appendix. While focusing first on examples it allows us to speed up our design and simplifies discussions of the objects and interfaces eliminating getting lost in complex syntactical specifications. The process and specifications used in this document will also allow us to automatically create an implementation of the objects that can be integrated into a reference architecture as provided by for example the cloudmesh client and rest project [Reference]. 
An example object will demonstrate our approach. The following object defines a JSON object representing a user.
    	  ”user”:{ 
      	          ”firstname”: ”Gregor”, 
      	          ”lastname”: ”von Laszewski”, 
                      ”e−mail”: ”laszewski@gmail.com”, 
                      ”username”: ”gregor”
               }
Such an object can be transformed to a more precise specification as a schema while introspecting the types resulting in 
  user = { 
           ’firstname’: { ’type’: ’string’}, 
           ’lastname’: { ’type’: ’string’ },  
         ’e−mail’: { ’type’: ’email’ }, 
           ’username’: { ’type’: ‘string’ }
  } 

Appendix A will list the examples as well as the schema definitions.
[bookmark: _Toc480865977]Interface Compliancy
Due to the extensibility of our interfaces it is important to introduce a terminology that allows us to define interface compliancy. We define it as follows
1. Full Compliance: These are reference implementations that provide full compliance to the objects defined in this document. A version number will be added to assure the snapshot in time of the objects is associated with the version. This reference implementation will implement all objects.
2. Partially Compliance: These are reference implementations that provide partial compliance to the objects defined in this document. A version number will be added to assure the snapshot in time of the objects is associated with the version. This reference implementation will implement a partial list of the objects. A document is accompanied that lists all objects defined, but also lists the objects that are not defined by the reference architecture.
3. Full and extended Compliance: These are interfaces that in addition to the full compliance also introduce additional interfaces and extend them.
[bookmark: _Toc480865978]Interface Definition
Section Scope: This section will provide the definition of an interface as used in the NBDIF




[bookmark: _Toc480865979]Interface Specifications
To provide a better integration with the other volumes of the NBDRA the interfaces are organized as depicted in the Section guide in Figure 1. In the Figure will list the major components and augment them with section numbers. For this evolving document, we will provide a section placeholder and integrate interface that are of significant importance as identified by the Working group. If you like to discuss, improve, or add new interfaces, please get in contact with us so we can evaluate and integrate them.
[image: vol8-diagrams.pdf]
[bookmark: _Toc480866062]Figure  Section organization by components as defined in NBDRA (note security and management sections missing in image)

[bookmark: _Toc480865980]System Orchestrator Interfaces
Section Scope: This section will discuss the interfaces related to the System Orchestrator.

[bookmark: _Toc480865981]Data Provider Interfaces
Data for Big Data applications are delivered through data providers. They can be either local providers contributed by a user or distributed data providers that refer to data on the internet. At this time we focus on an elementary set of abstractions related to data providers that offer us to utilize (1) files, (2) virtual, data directories, (3) data streams, and (4) data filters.
· Files are used to represent information collected within the context of classical files in an operating system.
· Streams are services that offer the consumer a stream of data. Streams may allow the initiation of filters to reduce the amount of data requested by the consumer
· Stream Filters operate in streams or on files converting them to streams
· Batch Filters operate on streams and on files while working in the background and delivering as output Files
· Virtual directories and non-virtual directories are collection of files that organize them. For our initial purpose the distinction between virtual and non-virtual directories is non-essential and we will focus on abstracting all directories to be virtual. This could mean that the files are physically hosted on different disks. However, it is important to note that virtual data directories can hold more than files, they can also contain data streams and data filters.
[bookmark: _Toc480865982]Definition Examples
Section Scope: Examples of the terms outlined above will be presented below.
[bookmark: _Toc480865983]File
A file is a computer resource allowing to store data that is being processed. The interface to a file provides the mechanism to appropriately locate a file in a distributed system. Identification includes the name, and endpoint, the checksum and the size. Additional parameters such as the last access time could be stored also. As such the Interface only describes the location of the file
	“file”:{
		“name”: “report.dat”,
		“endpoint”: “file://gregor@machine.edu:/data/report.dat”,
		“checksum”: [“md5”,”8c324f12047dc2254b74031b8f029ad0”],
		“accessed”: “1.1.2017:05:00:00:EST”,  # use standard date format
            “size”: [“GB”, “1”],
}

[bookmark: _Toc480865984]File Alias
In some cases it is beneficial to introduce an alias for a file 

	“file_alias”:{
		“alias”: “report-alias.dat"
		“name”: “report.dat”,
}

[bookmark: _Toc480865985]File Replica
In many distributed systems, it is of importance that a file can be replicated among different systems in order to provide faster access. It is important to provide a mechanism that allows tracing the pedigree of the file while pointing to its original source

“replica”:{
	“name”: “replica_report.dat”,
	“replica”: “report.dat”
	“endpoint”: “file://gregor@machine.edu:/data/”,
	“checksum”: [“md5”,”8c324f12047dc2254b74031b8f029ad0”],
	“accessed”: “1.1.2017:05:00:00:EST”,  # use standard date format
	“size”: [“GB”, “1”],
}

[bookmark: _Toc480865986]Virtual Directory
A collection of files or replicas. A virtual directory can contain an number of entities including files, streams, and other virtual directories as part of a collection. The element in the collection can either be defined by uuid or by name.
“virtual_directory” :{
		“name”: “data”,
		“endpoint”: http://.../data/,
		“protocol”: “http”
		“collection”:  [ 
        		“report.dat”,
        		“file2”,
      	]
}

[bookmark: _Toc480865987]Stream
Section Scope: This section will discuss the following topics, and possibly more, with respect to data streams.

Stream source

Stream subscriber

Values:
	Rate
	Limit
	Redirect (virtual/alias)
	Pipe
	Filters

Functions:
	list
	Subscribe
Unsubscribe
Get

[bookmark: _Toc480865988]Database

Data is often located in databases. These databases may be relational or non-relational databases (NoSQL). 
A query to the database can be issued to the database. A filter can be specified as the payload. 
“database” :{
		“name”: “data”,
		“endpoint”: http://.../data/,
		“protocol”: “mongo”
}

Protocol examples include 
“protocol” :{
            “mongo”,
            “mariadb”
            “Casandra”,
            “mysql”,
}



[bookmark: _Toc480865989]Filter
Section Scope: Examples of filters with respect to the Data Provider interface will be presented below.

[bookmark: _Toc480865990]Data Consumer Interfaces
Section Scope: This section will discuss the interfaces related to the Data Consumer.
At this time, the data Consumers are using the same interfaces as Data Providers.

[bookmark: _Toc480865991]Big Data Application Provider Interfaces
Section Scope: This section will discuss the interfaces related to the Big Data Application Provider.


[bookmark: _Toc480865992]Provisioning: Computing and Analytics Interfaces
Section Scope: Provisioning will be discussed and examples may be included.

[bookmark: _Toc480865993]Platform: Data Organization and Distribution Interfaces
Section Scope: Platforms will be discussed and examples might be included.
Data Platform Frameworks provide for the logical data organization and distribution combined with the associated access application programming interfaces (APIs) or methods. The frameworks may also 

[bookmark: _Toc480865994]Infrastructure: Networking, Computing, and Storage
Section Scope: Infrastructure will be discussed and examples might be included.

[bookmark: _Toc480865995]Compute Resource
An important concept for big data analysis it the representation of a compute resource on which we execute the analysis. We define a compute resource by name and by endpoint. A compute resource is an abstract concept and can be instantiated through virtual machines, containers, or bare metal resources. This is defined by the “kind” of the compute resource
 “compute_resource” :{
		“name”: “Compute1”,
		“endpoint”: http://.../cluster/,
      	“kind”: “baremetal”
}

The kind is one of
“kind” :{
		“baremetal”,
            “virtual_machine”,
            “container”,
            “cluster”,
            “virtual_cluster”
}

[bookmark: _Toc480865996]Virtual Machine
Virtual machines are an emulation of a computer system. We are maintaining a very basic set of information. It is expected that through the endpoint the virtual machine can be introspected and more detailed information can be retrieved.
“virtual_machine” :{
		“name”: “vm1”,
		“endpoint”: “http://”,
		“metadata”:{“experiment”:”exp-001”},
		“image”: “Ubuntu-16.04”,
		“ip”: [TBD],
		“flavor”, TBD,
		“status”: TBD,
      	]
}

[bookmark: _Toc480865997]MicroService
Section Scope: The following topics, and possibly more, could be included in the discussion about MicroService.

introduce registry we can register many things to it
latency
provide example on how to use each of them, not just the object definition example

necessity of local direct attached storage.
Mimd model to storage 
Kubernetis, mesos can not spin up ? 
	Takes time to spin them up and coordinate them. While setting up environment takes more than using the microservice, so we must make sure that the micorservices are used sufficiently to offset spinup cost.

limitation of resource capacity such as networking.

Benchmarking to find out thing about service level agreement to access the 

“microservice” :{
		“name”: “ms1”,
		“endpoint”: http://.../ms/http://.../ms/
            “function”: microservice spec
      	]
}

[bookmark: _Toc480865998]Container
Section Scope: Containers will be discussed and examples might be included.
“container” :{
		“name”: “container1”,
		“endpoint”: “http://.../container/”
      	]
}

[bookmark: _Toc480865999]Virtual Cluster
A virtual cluster is an agglomeration of virtual compute nodes that constitute the cluster. Nodes can be assembled to be baremetal, virtual machines, and containers

“virtual_cluster” :{
		“name”: “data”,
		“endpoint”: “http://.../cluster/”
      	“nodes”: [virtual_compute_node]
}

A virtual cluster contains a number of virtual compute nodes.

“virtual_compute_node” :{
		“name”: “data”,
		“endpoint”: “http://.../cluster/”
		“metadata”:{“experiment”:”exp-001”},
		“image”: “Ubuntu-16.04”,
		“ip”: [TBD],
		“flavor”, TBD,
		“status”: TBD,
}

[bookmark: _Toc480866000]Big Data Framework Provider Interfaces
Section Scope: This section will discuss the interfaces related to the Big Data Framework Provider.

[bookmark: _Toc480866001]Monitoring and Communication Interfaces
Section Scope: This section will discuss the interfaces related to monitoring and communication.

[bookmark: _Toc480866002]Resource Management Interfaces
Section Scope: This section will discuss the interfaces related to resource management.

[bookmark: _Toc480866003]Security and Privacy Fabric Interfaces 
Section Scope: This section will discuss the interfaces related to the Security and Privacy Fabric.

[bookmark: _Toc480866004]System Management Interfaces 
Section Scope: This section will discuss the interfaces related to the system management.
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[bookmark: _Toc480866005]Conclusion 
This section will be written prior to finalization of Volume 6.
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[bookmark: _Toc475968794][bookmark: _Toc480866007]Example
[bookmark: _Toc480866008] Example User Object
 	  ”user”:{ 
      	          ”firstname”: ”Gregor”, 
      	          ”lastname”: ”von Laszewski”, 
                        ”e−mail”: ”laszewski@gmail.com”, 
                        ”username”: ”gregor”
                    }
              
[bookmark: _Toc480866009] Shema for the User Object 
user = { ’firstname’: { ’type’: ’string’}, 
            	              ’lastname’: { ’type’: ’string’ },  
        		’e−mail’: { ’type’: ’email’ }, 
             		’username’: { ’type’: ‘string’ }
} 
[bookmark: _Toc480866010]Instantiation  Files

Virtuladiercory/{id}/{file_id}    [ftp:///]
Vd/x/b     [https: ///]
Vd/x/c [s3://// ]
Vd/xa | filter | 
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[bookmark: _Toc480866012]Acronyms
[bookmark: OLE_LINK1]ACID 	Atomicity, Consistency, Isolation, Durability
API 	Application Programming Interface
ASCII 	American Standard Code for Information Interchange 
BASE 	Basically Available, Soft state, Eventual consistency
DevOps 	A clipped compound of “software DEVelopment” and ”information technology OPerationS”
[bookmark: _GoBack]HTTP 	HyperText Transfer Protocol 
IaaS 	Infrastructure as a Service 
SaaS 	Software as a Service
ITL 	Information Technology Laboratory
NBD-PWG	NIST Big Data Public Working Group
NBDRA 	NIST Big Data Reference Architecture 
NBDRAI 	NIST Big Data Reference Architecture Interface
NBDIF	NIST Big Data Interoperability Framework
NIST 	National Institute of Standards and Technology
OS 	Operating System
REST 	REpresentational State Transfer
WWW 	World Wide Web
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