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[bookmark: _Toc367306999]Executive Summary
[bookmark: _Toc367307000]Introduction
[bookmark: _Toc367307001]Background
Big Data is the common term used to describe the deluge of data in our networked, digitized, sensor-laden, information driven world. The availability of vast data resources carries the potential to answer questions previously out of reach. Questions like: How do we reliably detect a potential pandemic early enough to intervene? Can we predict new materials with advanced properties before these materials have ever been synthesized? How can we reverse the current advantage of the attacker over the defender in guarding against cybersecurity threats? 
Within this context, on 29 March, 2012 The White House announced the Big Data Research and Development Initiative[footnoteRef:1]. The initiative’s goals were to help accelerate the pace of discovery in science and engineering, strengthen the national security, and transform teaching and learning by improving our ability to extract knowledge and insights from large and complex collections of digital data. [1:  http://www.whitehouse.gov/blog/2012/03/29/big-data-big-deal] 

Six Federal departments and their agencies announced more than $200 million in commitments – spread across 80+ projects – that aimed to significantly improve the tools and techniques needed to access, organize, and glean discoveries from huge volumes of digital data. The initiative also challenged industry, research universities, and non-profits to join with the Federal government to make the most of the opportunities created by Big Data.  
Despite the widespread agreement on the opportunities inherent to Big Data, a lack of consensus on some important, fundamental questions continues to confuse potential users and hold back progress. What are the attributes that define Big Data solutions? How is Big Data different from the traditional data environments and related applications we have encountered thus far? What are the essential characteristics of Big Data environments? How do these environments integrate with currently deployed architectures? What are the central scientific, technological, and standardization challenges that need to be addressed to accelerate the deployment of robust Big Data solutions?
The NIST Big Data program was formally launched on 13 June, 2012 to help answer some of the questions surrounding Big Data and to support the federal government effort to incorporate Big Data as a replacement for, or enhancement to, traditional data analysis systems and models where appropriate.
[Editor’s Note: Need some transition verbiage here. How did the first conference lead to the BD-PWG?]  
On 19 June, 2013 NIST hosted the Big Data Public Working Group (BD-PWG) kickoff meeting to begin addressing those questions. The Group was charged with developing a consensus definition, taxonomy, reference architecture, and technology roadmap for Big Data that can be embraced by all sectors.
These efforts will help define and prioritize requirements for interoperability, portability, reusability, and extendibility for Big Data analytic techniques and technology infrastructure in order to support secure and effective adoption of Big Data.
The aim is to create vendor-neutral, technology and infrastructure agnostic deliverables to enable Big Data stakeholders to pick-and-choose best analytics tools for their processing and visualization requirements on the most suitable computing platforms and clusters while allowing value-added from Big Data service providers and flow of data between the stakeholders in a cohesive and secure manner.
Within the BD-PWG, the following working groups were chartered in order to provide a technically-oriented strategy and standards-based guidance for the federal Big Data implementation effort:
· Definitions and Taxonomies
· General Requirements  
· Security and Privacy Requirements
· Reference Architectures
· Technology Roadmap
[bookmark: _Toc367307002]Objectives
In general terms, a reference architecture provides “an authoritative source of information about a specific subject area that guides and constrains the instantiations of multiple architectures and solutions”[footnoteRef:2]. Reference architectures generally serve as a reference foundation for solution architectures and may also be used for comparison and alignment purposes.  [2:  Department of Defense Reference Architecture White Paper, June 2010] 

The broad goal of the Reference Architecture working group is to develop a Big Data open reference architecture that:
1. Provides a common language for the various stakeholders
2. Encourages adherence to common standards, specifications, and patterns
3. Provides consistency of implementation of technology to solve similar problem sets
The reference architecture is intended to facilitate the understanding of the operational intricacies in Big Data. It does not represent the system architecture of a specific Big Data system; instead it is a tool for describing, discussing, and developing system-specific architectures using a common framework of reference. 
It provides a generic high-level conceptual model that is an effective tool for discussing the requirements, structures, and operations inherent to Big Data. The model is not tied to any specific vendor products, services or reference implementation, nor does it define prescriptive solutions that inhibit innovation.
The design of the NIST Big Data reference architecture serves the following objectives: 
1. To illustrate and understand the various Big Data components, processes, and systems, in the context of an overall Big Data conceptual model; 
2. To provide a technical reference for U.S. Government departments, agencies and other consumers to understand, discuss, categorize and compare Big Data solutions; and 
3. To facilitate the analysis of candidate standards for interoperability, portability, reusability, and extendibility.
[bookmark: _Toc367307003]How This Report Was Produced
The approach for developing this document involved four steps:
1. The first step was to announce a Big Data Reference Architecture Working Group open to the public in order to attract and solicit a wide array of subject matter experts and stakeholders in government, industry, and academia.
2. The second step was to gather available Big Data architectures and materials representing various stakeholders, different data types, and different use cases.
3. The third step was to examine and analyze the Big Data materiel to better understand existing concepts of Big Data, what it is used for, its goals, objectives, characteristics, and key elements, and then document the these using the Big Data taxonomies model.
4. The fourth step was to develop an open reference architecture based on the analysis of Big Data material and the inputs from the other NIST Big Data working groups. 
[bookmark: _Toc367307004]Structure of This Report
The remainder of this document is organized as follows: 
Section 2 contains high level requirements relevant to the design of the Reference Architecture. 
Section 3 represents a generic big data system comprised of technology-agnostic function blocks interconnected by interoperability surfaces. 
Section 4 describes the main components of the generic system.
Section 5 addresses security and privacy.
Section 6 contains the Big Data taxonomy. 
Appendix A lists the terms and definitions appearing in the taxonomy. 
Appendix B contains the acronyms used in this document.
Appendix C lists the references used in the document.
[bookmark: _Ref367302591][bookmark: _Toc367307005]Big Data System Requirements
1.1 

[This section contains high level requirements relevant to the design of the Reference Architecture. This section will be further developed by the NIST BDWG Requirements SG.]

The “big data” ecosystem is an evolution and a superset of a “traditional data” system exhibiting any or all of the following characteristics or requirements:
· Data sources are diverse in their security and privacy considerations and their business relationships with the data system integrators
· Data imported into the system vary in its structure, exhibit large volume, velocity, variety, and  other complex properties
· The nature and the order of data transformations varies between vertical systems; it is not prearranged,  and is evolving for a given system
· Storage technologies and databases are tailored to specific transformation needs and their scalability properties scale horizontally, vertically, or both
· Innovative analytic functions continuously emerge; proven technologies get enhanced and abstracted, resulting in frequent updates and outsourcing practices
· Data usage vary in structure and format; new use cases can be easily introduced to the system
[bookmark: _Ref367302614][bookmark: _Toc367307006]Conceptual Model
The NIST Big Data Reference Architecture (RA) shown on Figure 1 represents a generic big data system comprised of technology-agnostic functional blocks interconnected by interoperability surfaces. As such, it is applicable to a variety of business environments including tightly-integrated enterprise systems, as well as loosely-coupled vertical industries that rely on cooperation of independent stakeholders.

Note that because the RA doesn’t represent a specific system type, for the general case its functional blocks cannot be mapped to business stakeholders or authorities. Therefore, there are no RA boundaries or external vs. internal components to the BD system.

1.2 



[bookmark: _Ref366591768][bookmark: _Ref366590579]Figure 1: Big Data Reference Architecture
The RA is organized around two axes representing the two big data value chains: the information flow (along the vertical axis) and the IT integration (along the horizontal axis). Along the information flow axis, the value is created by data collection, integration, analysis, and applying the results down the value chain. Along the IT axis, the value is created by providing networking, infrastructure, platforms, application tools, and other IT services for hosting and operating of the big data in support of data transformations required for implementation of a specific application or a vertical. Note that the transformation block is at the intersection of both axes indicating that data analytics and its implementation are of special value to big data stakeholders in both value chains.
The five main RA blocks represent different technical roles that exist in every big data system: “Data Provider”, “Data Consumer”, “Transformation Provider”, “Capabilities Provider”, and “Vertical Orchestrator”. The two additional “Security & Privacy” and “Management” blocks are shown as cross-cutting sub-systems that provide services and functionality to the rest of the system components in the areas specific to “big data”.

Note that this RA allows to represent the stacking or chaining of big data systems, in a sense that a Data Consumer of one system could serve as a Data Provider to the next system down the stack or chain.

According to the big data taxonomy, a single actor can play multiple roles, as well as multiple actors can play the same role. This RA doesn’t specify the business boundaries between the participating stakeholders or actors. Therefore, each two roles can reside within the same business entity or can be implemented by different business entities.
The “DATA” arrows show the flow of data between the system’s main blocks. The data flows between the components either physically (a.k.a., by value) or by providing its location and the means to access it (a.k.a., by reference). The “SW” arrows show transfer of software tools for processing of big data in situ. The “Service Abstraction” blocks represent software programmable interfaces representing functional abstractions. Manual agreements (e.g., SLAs) and human interactions that may exist throughout the system are not shown in the RA.
[bookmark: _Ref367302658][bookmark: _Toc367307007]Main Components
[bookmark: _Toc367307008]Data Provider
Data Provider is the role of introducing new information feeds into the big data system for discovery, access, and transformation by the big data system.
Note that new feeds are distinct from the data already being in use by the system and residing the various system repositories (including memory, databases, etc.) although similar technologies can be used to access both.
One of the important characteristics of a big data system is the ability to import and use data from a variety of data sources. Data sources can be internal and public records, online or offline applications, tapes, images/audio and videos, sensor data, Web log, HTTP cookies, etc. Data sources can be produced by humans, machines, sensors, Internet technologies, etc.

In its role, Data Provider creates an abstraction of data sources. In case of raw data sources, Data provider can potentially cleanse, correct, and store the data an internal format.
Frequently, the role of Data Provider and Transformation Provider would belong to different authorities, unless the authority implementing the Transformation Provider owns the data sources. Consequently, data from different sources may have different security and privacy considerations. 
Data Provider can also provide an abstraction of data being transformed earlier by another system that can be either a legacy system or another big data system. In this case, Data Provider would represent a Data Consumer of that other system. For example, a (big) streaming data source could be generated by another system operation on (big) data at rest.
Data Provider activities include:
· Creating the metadata describing the data source(s), usage policies/access rights, and other relevant attributes
· Publishing the availability of the information and the means to access it
· Making the data accessible by other RA components using suitable programmable interface.
[bookmark: _Toc367307009]Data Service Abstraction
The Data Service Abstraction would typically include a registry so that the transformation functions can locate a Data provider, identify what comparable data it contains, understand what types of access is allowed, understand what types of analysis are supported, where the data source is located, how to access the data, security requirements for the data, privacy requirements for the data, etc. As such, the interface would include the means for registering the data source, for querying the registry, and a standard set of data contained by the registry.
Because the data can be too large to economically move across the network, the interface could also allow to submit the analysis request (as a software code implementing a certain algorithm for execution) and the results returned to the requestor.
Subject to data characteristics (such as, volume, velocity, and variety) and system design considerations, interfaces for exposing and accessing data would vary in their complexity and can include both push and pull software mechanisms. These mechanisms can include subscription to events, listening to data feeds, querying for specific data properties or content, and the ability to submit a code for execution to process the data in situ.
Note that not all use of data service abstraction would always be automated, but rather might involve a human role logging into the system and providing directions where new data should be transferred (for example, via FTP).
[bookmark: _Toc367307010]Transformation Provider 
Transformation Provider is the role of executing a generic “vertical system” data life cycle including data collection from various sources, multiple data transformations being implemented using both traditional and new technologies, and diverse data usage.
The Transformation functions would typically be specific to the vertical application and therefore are not candidates for standardization. However, the metadata and the policies defined and exchanged between the transformation blocks could be standardized.
As the data propagates through the ecosystem, it is being processed and transformed in different ways in order to extract the value from the information. Transformation sub-components can be implemented by independent stakeholders and deployed as stand-alone services.
Each transformation function can use different specialized data infrastructure or capabilities best fitted for its requirements, and can have its own privacy and other policy considerations.
In its role, Transformation Provider typically executes the manipulations of the data lifecycle of a specific vertical system to meet the requirements or instructions established by the Vertical Orchestrator.
 [Editor’s Note: Listed activities need to be aligned with the sub-components shown on the diagram.]
Transformation Provider activities include:
· Data Collecting (connect, transport, stage): obtains connection to Data Provider APIs to collect into local system, or to access dynamically when requested. At the initial collection stage, sets of data (e.g., data records) of similar structure are collected (and combined) resulting in uniform security considerations, policies, etc. Initial metadata is created (e.g., subjects with keys are identified) to facilitate subsequent aggregation or lookup method(s).
· Data Curating: provides cleansing, outlier removal, standardization for the ingestion and storage processes.
· Data Aggregating: Data from different data providers with easily correlated metadata (e.g., identical keys) is aggregated into a single data set. As a result, the information about each object is enriched or the number of objects in the collection grows. Security considerations and policies concerning the resultant data set are typically similar to the original data.
· Data Matching: Data from different data providers with disparate metadata (e.g., keys) are aggregated into a single data set. As a result, the information about each object is enriched. The security considerations and policies concerning the resultant data set may differ from the original policies. 
· Data Optimizing (Pre-analytics): determines the appropriate data manipulations and indexes to optimize subsequent transformation processes.
· Data Analysis: implements the techniques to extract knowledge from the data based on the requirements of the data scientist, who has specified the algorithms to process the data to produce new insights that will address the technical goal.
· Data Transferring: facilitates secure transfer of data between different repositories and/or between the Transformation and the Capabilities RA blocks. 
Note that many of these tasks have changed, as the algorithms have been re-written to accommodate and be optimized for the horizontally distributed resources.
[bookmark: _Toc367307011]System Service Abstraction
TBD
[bookmark: _Toc367307012]Usage Service Abstraction
TBD
[bookmark: _Toc367307013]Capabilities Provider
Capabilities Provider is the role of providing a computing fabric (such as system hardware, network, storage, virtualization, and computing platform) in order to execute certain transformation applications, while protecting the privacy and integrity of data.  The computing fabric facilitates a mix-and-match of traditional and future computing features from software, platforms, and infrastructures based on application needs.
Capabilities are abstracted functionalities that exist in order to support big data transformation functions. Capabilities include infrastructures (e.g., VM clusters), platforms (e.g., databases), and applications (e.g., analytic tools).
[Editor’s Note: Activities need to be listed and described after the agreement is reached on the sub-components presented on the diagram.]
[bookmark: _Toc367307014]Capabilities Service Abstraction
TBD
[bookmark: _Toc367307015]Data Consumer
Data Consumer is the role performed by end users or other systems in order to use the results of data transformation. Data Consumer uses the Usage Service Abstraction interface to get access to the information of its interest. Usage Services Abstraction can include data reporting, data retrieval, and data rendering.
Data Consumer activities can include: 
· Exploring data using data visualization software
· Ingesting data into their own system
· Putting data to work for the business, for example to convert knowledge produced by the transformers into business rule transformation
Data Consumer can play the role of the Data Provider to the same system or to another system. Data Consumer can provide requirements to the Vertical Orchestrator as a user of the output of the system, whether initially or in a feedback loop. 
[bookmark: _Toc367307016]Vertical Orchestrator
Vertical Orchestrator is the role of defining and integrating the required data transformations components into an operational vertical system. Typically, Vertical Orchestrator would represent a collection of more specific roles performed by one or more actors, which manages and orchestrates the operation of the Big Data System.
The Big Data RA represents a broad range of big data systems: from tightly-coupled enterprise solutions (integrated by standard or proprietary interfaces) to loosely-coupled verticals maintained by a variety of stakeholders or authorities bounded by agreements and standard or standard-de-facto interfaces.
In an enterprise environment, the Vertical Orchestrator role is typically centralized and can be mapped to the traditional role of System Governor that provides the overarching requirements and constraints which the system must fulfill, including policy, architecture, resources, business requirements, etc. System Governor works with a collection of other roles (such as Data Manager, Data Security, and System Manager) to implement the requirements and the system’s functionality. 
In a loosely-coupled vertical, the Vertical Orchestrator role is typically decentralized. Each independent stakeholder is responsible for its system management, security, and integration. In this situation, each stakeholder is responsible for integration within the big data distributed system using service abstractions provided by other stakeholders.
In both cases (i.e., tightly and loosely coupled), the role of the Vertical Orchestrator can include the responsibility for
· Translating business goal(s) into technical requirements.
· Supplying and integrating with both external and internal Providers. 
· Overseeing evaluation of data available from Data Providers.
· Directing the Transformation Provider by establishing requirements for the collection, curation, analysis of data, etc.
· Overseeing transformation activities for compliance with requirements.
[bookmark: _Ref367302686][bookmark: _Toc367307017]Security and Privacy
[This section will be prepared by the NIST BDWG Security and Privacy SG and will contain high level security and privacy considerations relevant to the design of the Reference Architecture.]
[bookmark: _Ref367302699][bookmark: _Toc367307018]Big Data Taxonomy 
[This section will be prepared by the NIST BDWG Def&Tax SG and will contain high level taxonomy relevant to the design of the Reference Architecture.]
[bookmark: _Ref367302871][bookmark: _Toc367307019]Appendix A: Terms and Definitions 
[This section will contain terms and definitions used in this document.]
[bookmark: _Ref367302886][bookmark: _Toc367307020]Appendix B: Acronyms 
[bookmark: _Ref367302914][bookmark: _Toc367307021]Appendix C: References
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Key points are to meet use cases’ requirements:

Be able to support diversified data sources with variety, volume, and velocity of data

Be able to support various transformation functions such as collect, curate, analysis, visual, and access for a given dataset.

Be able to support mixed of legacy/traditional and cloud computing framework with the additional resource management of hardware, security and Privacy, systems, and lifecycle management. 

 

NBD RA provides abstraction services to meet the use cases’ requirements:

Data Service Abstraction – enable Data Sources Component to subscribe one or more data services at the Transformation Component so that one or more given datasets can be collected, curated, analyzed, visualized, and accessed.  The process results can be used by the Data Usage Component. 

Capability Service Abstraction – enable Transformation Component to subscribe one or more capability services at the Capability Management Component so that given datasets and algorithms can be securely transferred, stored, and executed by the specific computing fabrics such as data storage, networking, and computing cluster.

Usage Service Abstraction – enable Data Sources Component to subscribe one or more protected usage services at the Data Usage Component so that the processing results from the Transformation Component can be retrieved, reported, and rendered. 
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