NBD(NIST Big Data) Requirements WG Use Case Template Aug 28 2013
	Use Case Title
	Particle Physics: Analysis of LHC (Large Hadron Collider) Data (Discovery of Higgs particle)

	Vertical (area)
	Scientific Research: Physics

	Author/Company/Email
	Michael Ernst mernst@bnl.gov, Lothar Bauerdick bauerdick@fnal.gov based on an initial version written by Geoffrey Fox, Indiana University gcf@indiana.edu, Eli Dart, LBNL eddart@lbl.gov, 

	Actors/Stakeholders and their roles and responsibilities 
	Physicists(Design and Identify need for Experiment, Analyze Data) Systems Staff (Design, Build and Support distributed Computing Grid), Accelerator Physicists (Design, Build and Run Accelerator), Government (funding based on long term importance of discoveries in field))

	Goals
	Understanding properties of fundamental particles

	Use Case Description
	CERN LHC Detectors and Monte Carlo producing events describing particle-apparatus interaction. Processed information defines physics properties of events (lists of particles with type and momenta). These events are analyzed to find new effects; both new particles (Higgs) and present evidence that conjectured particles (Supersymmetry) not seen.

	Current 
[bookmark: _GoBack]Solutions
	Compute(System)
	WLCG and Open Science Grid in the US integrate computer centers worldwide that provide computing and storage resources into a single infrastructure accessible by all LHC physicists.
350,000 cores running “continuously” arranged in 3 tiers (CERN, “Continents/Countries”. “Universities”). Uses “Distributed High Throughput Computing (DHTC)”; 200PB storage, >2miilion jobs/day.

	
	Storage
	ATLAS:
· Brookhaven National Laboratory Tier1 tape: 10PB ATLAS data on tape managed by HPSS (incl. RHIC/NP the total data volume is 35PB)
· Brookhaven National Laboratory Tier1 disk: 11PB; using dCache to virtualize a set of ~60 heterogeneous storage servers with high-density disk backend systems
· US Tier2 centers, disk cache: 16PB
CMS:
· Fermilab US Tier1, reconstructed, tape/cache: 20.4PB
· US Tier2 centers, disk cache: 7PB
· US Tier3 sites, disk cache: 1.04PB


	
	Networking
	· As experiments have global participants (CMS has 3600 participants from 183 institutions in 38 countries), the data at all levels is transported and accessed across continents.
· Large scale automated data transfers occur over science networks across the globe.  LHCOPN and LHCONE network overlay provide dedicated network allocations and traffic isolation for LHC data traffic
· ATLAS Tier1 data center at BNL has 160Gbps internal paths (often fully loaded).  70Gbps WAN connectivity provided by ESnet.
· CMS Tier1 data center at FNAL has 90Gbps WAN connectivity provided by ESnet
· Aggregate wide area network traffic for LHC experiments is about 25Gbps steady state worldwide

	
	Software
	The scalable ATLAS workload/workflow management system PanDA manages ~1 million production and user analysis jobs on globally distributed computing resources (~100 sites) per day.
The new ATLAS distributed data management system Rucio is the core component keeping track of an inventory of currently ~130PB of data distributed across grid resources and to orchestrate data movement between sites. The data volume is expected to grow to exascale size in the next few years. Based on the xrootd system ATLAS has developed FAX, a federated storage system that allows remote data access.

Similarly, CMS is using the OSG glideinWMS infrastructure to manage its workflows for production and data analysis the PhEDEx system to orchestrate data movements, and the AAA/xrootd system to allow remote data access.

Experiment-specific physics software including simulation packages, data processing, advanced statistic packages, etc.

	Big Data 
Characteristics


	Data Source (distributed/centralized)
	High speed detectors produce large data volumes:
· ATLAS detector at CERN: Originally 1 PB/sec raw data rate, reduced to 300MB/sec by multi-stage trigger.
· CMS detector at CERN: similar
Data distributed to Tier1 centers globally, which serve as data sources for Tier2 and Tier3 analysis centers


	
	Volume (size)
	15 Petabytes per year from Detectors and Analysis

	
	Velocity 
(e.g. real time)
	· Real time with some long LHC "shut downs" (to improve accelerator and detectors) with no data except Monte Carlo.
· Besides using programmatically and dynamically replicated datasets, real-time remote I/O (using XrootD) is increasingly used by analysis which requires reliable high-performance networking capabilities to reduce file copy and storage system overhead

	
	Variety 
(multiple datasets, mashup)
	Lots of types of events with from 2- few hundred final particle but all data is collection of particles after initial analysis. Events are grouped into datasets; real detector data is segmented into ~20 datasets (with partial overlap) on the basis of event characteristics determined through real-time trigger system, while different simulated datasets are characterized by the physics process being simulated.

	
	Variability (rate of change)
	Data accumulates and does not change character. What you look for may change based on physics insight.  As understanding of detectors increases, large scale data reprocessing tasks are undertaken.

	Big Data Science (collection, curation, 
analysis,
action)
	Veracity (Robustness Issues)
	One can lose modest amount of data without much pain as errors proportional to 1/SquareRoot(Events gathered), but such data loss must be carefully accounted. Importance that accelerator and experimental apparatus work both well and in understood fashion. Otherwise data too "dirty" / "uncorrectable".

	
	Visualization
	Modest use of visualization outside histograms and model fits. Nice event displays but discovery requires lots of events so this type of visualization of secondary importance

	
	Data Quality
	Huge effort to make certain complex apparatus well understood (proper calibrations) and "corrections" properly applied to data. Often requires data to be re-analyzed

	
	Data Types
	Raw experimental data in various binary forms with conceptually a name: value syntax for name spanning “chamber readout” to “particle momentum”. Reconstructed data is processed to produce dense data formats optimized for analysis

	
	Data Analytics
	Initial analysis is processing of experimental data specific to each experiment (ALICE, ATLAS, CMS, LHCb) producing summary information. Second step in analysis uses “exploration” (histograms, scatter-plots) with model fits. Substantial Monte-Carlo computations are necessary to estimate analysis quality.
A large fraction (~60%) of the available CPU resources available to the ATLAS collaboration at the Tier-1 and the Tier-2 centers is used for simulated event production. The ATLAS simulation requirements are completely driven by the physics community in terms of analysis needs and corresponding physics goals. The current physics analyses are looking at real data samples of roughly 2 billion (B) events taken in 2011 and 3B events taken in 2012 (this represents ~5 PB of experimental data), and ATLAS has roughly 3.5B MC events for 2011 data, and 2.5B MC events for 2012 (this represents ~6 PB of simulated data). Given the resource requirements to fully simulate an event using the GEANT 4 package, ATLAS can currently produce about 4 million events per day using the entire processing capacity available to production worldwide.
Due to its high CPU cost, the outputs of full Geant4 simulation (HITS) are stored in one custodial tape copy on Tier1 tapes to be re-used in several Monte-Carlo re-processings. The HITS from faster simulation flavors will be only of transient nature in LHC Run 2.

	Big Data Specific Challenges (Gaps)
	The translation of scientific results into new knowledge, solutions, policies and decisions is foundational to the science mission associated with LHC data analysis and HEP in general. However, while advances in experimental and computational technologies have led to an exponential growth in the volume, velocity, and variety of data available for scientific discovery, advances in technologies to convert this data into actionable knowledge have fallen far short of what the HEP community needs to deliver timely and immediately impacting outcomes. Acceleration of the scientific knowledge discovery process is essential if DOE scientists are to continue making major contributions in HEP.

Today’s worldwide analysis engine, serving several thousand scientists, will have to be commensurately extended in the cleverness of its algorithms, the automation of the processes, and the reach (discovery) of the computing, to enable scientific understanding of the detailed nature of the Higgs boson. E.g. the approximately forty different analysis methods used to investigate the detailed characteristics of the Higgs boson (many using machine learning techniques) must be combined in a mathematically rigorous fashion to have an agreed upon publishable result.

Specific challenges:
Federated semantic discovery: Interfaces, protocols and environments that support access to, use of, and interoperation across federated sets of resources governed and managed by a mix of different policies and controls that interoperate across streaming and “at rest” data sources. These include: models, algorithms, libraries, and reference implementations for a distributed non-hierarchical discovery service; semantics, methods, interfaces for life-cycle management (subscription, capture, provenance, assessment, validation, rejection) of heterogeneous sets of distributed tools, services and resources; a global environment that is robust in the face of failures and outages; and flexible high-performance data stores (going beyond schema driven) that scale and are friendly to interactive analytics

Resource description and understanding: Distributed methods and implementations that allow resources (people, software, computing incl. data) to publish varying state and function for use by diverse clients. Mechanisms to handle arbitrary entity types in a uniform and common framework – including complex types such as heterogeneous data, incomplete and evolving information, and rapidly changing availability of computing, storage and other computational resources. Abstract data streaming and file-based data movement over the WAN/LAN and on exascale architectures to allow for real-time, collaborative decision making for scientific processes.

	Big Data Specific Challenges in Mobility 
	The agility to use any appropriate available resources and to ensure that all data needed is dynamically available at that resource is fundamental to future discoveries in HEP. In this context “resource” has a broad meaning and includes data and people as well as computing and other non-computer based entities: thus, any kind of data—raw data, information, knowledge, etc., and any type of resource—people, computers, storage systems, scientific instruments, software, resource, service, etc. In order to make effective use of such resources, a wide range of management capabilities must be provided in an efficient, secure, and reliable manner, encompassing for example collection, discovery, allocation, movement, access, use, release, and reassignment. These capabilities must span and control large ensembles of data and other resources that are constantly changing and evolving, and will often be in-deterministic and fuzzy in many aspects.

Specific Challenges:
Globally optimized dynamic allocation of resources: These need to take account of the lack of strong consistency in knowledge across the entire system.
Minimization of time-to-delivery of data and services: Not only to reduce the time to delivery of the data or service but also allow for a predictive capability, so physicists working on data analysis can deal with uncertainties in the real-time decision making processes. 

	Security & Privacy
Requirements
	While HEP data itself is not proprietary unintended alteration and/or cyber-security related facility service compromises could potentially be very disruptive to the analysis process. Besides the need of having personal credentials and the related virtual organization credential management systems to maintain access rights to a certain set of resources, a fair amount of attention needs to be devoted to the development and operation of the many software components the community needs to conduct computing in this vastly distributed environment.  
The majority of software and systems development for LHC data analysis is carried out inside the HEP community or by adopting software components from other parties which involves numerous assumptions and design decisions from the early design stages throughout its lifecycle. Software systems make a number of assumptions about their environment - how they are deployed, configured, who runs it, what sort of network is it on, is its input or output sensitive, can it trust its input, does it preserve privacy, etc.? When multiple software components are interconnected, for example in the deep software stacks used in DHTC, without clear understanding of their security assumptions, the security of the resulting system becomes an unknown.

A trust framework is a possible way of addressing this problem. A DHTC trust framework, by describing what software, systems and organizations provide and expect of their environment regarding policy enforcement, security and privacy, allows for a system to be analyzed for gaps in trust, fragility and fault tolerance.

	Highlight issues for generalizing this use case (e.g. for ref. architecture) 
	Large scale example of an event based analysis with core statistics needed. Also highlights importance of virtual organizations as seen in global collaboration.
The LHC experiments are pioneers of distributed Big Data science infrastructure, and several aspects of the LHC experiments’ workflow highlight issues that other disciplines will need to solve.  These include automation of data distribution, high performance data transfer, and large-scale high-throughput computing.

	More Information (URLs)
	http://grids.ucs.indiana.edu/ptliupages/publications/ Where%20does%20all%20the%20data%20come%20from%20v7.pdf
http://www.es.net/assets/pubs_presos/High-throughput-lessons-from-the-LHC-experience.Johnston.TNC2013.pdf


	Note: <additional comments>



	Use Case Stages
	Data Sources
	Data Usage
	Transformations 
(Data Analytics)
	Infrastructure
	Security
& Privacy

	Particle Physics: Analysis of LHC Large Hadron Collider Data, Discovery of Higgs particle (Scientific Research: Physics)

	Record Raw Data
	CERN LHC Accelerator
	This data is staged at CERN and then distributed across the globe for next stage in processing
	LHC has 109 collisions per second; the hardware + software trigger selects “interesting events”. Other utilities distribute data across the globe with fast transport
	Accelerator and sophisticated data selection (trigger process) that uses ~7000 cores at CERN to record ~100-500 events each second (~1 megabyte each)
	N/A

	Process Raw Data to Information
	Disk Files of Raw Data
	Iterative calibration and checking of analysis which has for example “heuristic” track finding algorithms.
Produce “large” full physics files and stripped down Analysis Object Data (AOD) files that are ~10% original size
	Full analysis code that builds in complete understanding of complex experimental detector.
Also Monte Carlo codes to produce simulated data to evaluate efficiency of experimental detection.
	~300,000 cores arranged in 3 tiers.
Tier 0: CERN
Tier 1: “Major Countries”
Tier 2: Universities and laboratories.

Note processing is compute and data intensive 
	N/A 

	Physics Analysis
Information to Knowledge/Discovery
	Disk Files of Information including accelerator and Monte Carlo data.

Include wisdom from lots of physicists (papers) in analysis choices
	Use simple statistical techniques (like histogramming,
multi-variate analysis methods and other data analysis techniques and model fits to discover new effects (particles) and put limits on effects not seen
	Data reduction and processing steps with advanced physics algorithms to identify event properties, particle hypothesis etc. For interactive data analysis of those reduced and selected data sets the classic program is Root from CERN that reads multiple event (AOD, NTUP) files from selected data sets and use physicist generated C++ code to calculate new quantities such as implied mass of an unstable (new) particle
	While the bulk of data processing  is done at Tier 1 and Tier 2 resources, the end stage analysis is usually done by users at a local Tier 3 facility. The scale of computing resources at Tier 3 sites range from workstations to small clusters. ROOT is the most common software stack used to analyze compact data formats generated on distributed computing resources. Data transfer is done using ATLAS and CMS DDM tools, which mostly rely on gridFTP middleware. XROOTD based direct data access is also gaining importance wherever high network bandwidth is available. 

	Physics discoveries and results are confidential until certified by group and presented at meeting/journal. Data preserved so results reproducible




