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	Use Case Title
	Particle Physics: Analysis of LHC (Large Hadron Collider) Data (Discovery of Higgs particle)

	Vertical (area)
	Scientific Research: Physics

	Author/Company/Email
	Geoffrey Fox, Indiana University gcf@indiana.edu, Eli Dart, LBNL eddart@lbl.gov

	Actors/Stakeholders and their roles and responsibilities 
	Physicists(Design and Identify need for Experiment, Analyze Data) Systems Staff (Design, Build and Support distributed Computing Grid), Accelerator Physicists (Design, Build and Run Accelerator), Government (funding based on long term importance of discoveries in field))

	Goals
	Understanding properties of fundamental particles

	Use Case Description
	CERN LHC Accelerator and Monte Carlo producing events describing particle-apparatus interaction. Processed information defines physics properties of events (lists of particles with type and momenta). These events are analyzed to find new effects; both new particles (Higgs) and present evidence that conjectured particles (Supersymmetry) not seen.

	Current 
[bookmark: _GoBack]Solutions
	Compute(System)
	260,000 cores running “continuously” arranged in 3 tiers (CERN, “Continents/Countries”. “Universities”). Uses “High Throughput Computing” (Pleasing parallel).

	
	Storage
	ATLAS (2012 numbers):
· Brookhaven National Laboratory Tier1 tape: 8PB
· Brookhaven National Laboratory Tier1 disk: Over 10PB
· US Tier2 centers, disk cache: 12PB
CMS:
· Fermilab US Tier1, reconstructed, tape/cache: 20.4PB
· US Tier2 centers, disk cache: 6.1PB
· US Tier3 sites, disk cache: 1.04PB


	
	Networking
	· As experiments have global participants (CMS has 3600 participants from 183 institutions in 38 countries), the data at all levels is transported and accessed across continents.
· Large scale automated data transfers occur over science networks across the globe.  LHCONE network overlay provides dedicated network allocations and traffic isolation for LHC data traffic
· ATLAS Tier1 data center at BNL has 160Gbps internal paths (often fully loaded).  70Gbps WAN connectivity provided by ESnet.
· CMS Tier1 data center at FNAL has 90Gbps WAN connectivity provided by ESnet
· Aggregate wide area network traffic for LHC experiments is about 25Gbps steady state worldwide

	
	Software
	This use case motivated many important Grid computing ideas and software systems like Globus, which is used widely by a great many science collaborations.  PanDA workflow system (ATLAS) is being adapted to other science cases also.

	Big Data 
Characteristics


	Data Source (distributed/centralized)
	High speed detectors produce large data volumes:
· ATLAS detector at CERN: Originally 64TB/sec raw data rate, reduced to 300MB/sec by multi-stage trigger.
· CMS detector at CERN: similar
Data distributed to Tier1 centers globally, which serve as data sources for Tier2 and Tier3 analysis centers


	
	Volume (size)
	15 Petabytes per year from Accelerator and Analysis

	
	Velocity 
(e.g. real time)
	· Real time with some long LHC "shut downs" (to improve accelerator) with no data except Monte Carlo.
· Analysis is moving to real-time remote I/O (using XrootD) which uses reliable high-performance networking capabilities to avoid file copy and storage system overhead

	
	Variety 
(multiple datasets, mashup)
	Lots of types of events with from 2- few hundred final particle but all data is collection of particles after initial analysis

	
	Variability (rate of change)
	Data accumulates and does not change character. What you look for may change based on physics insight.  As understanding of detectors increases, large scale data reprocessing tasks are undertaken.

	Big Data Science (collection, curation, 
analysis,
action)
	Veracity (Robustness Issues)
	One can lose modest amount of data without much pain as errors proportional to 1/SquareRoot(Events gathered). Importance that accelerator and experimental apparatus work both well and in understood fashion. Otherwise data too "dirty" / "uncorrectable".

	
	Visualization
	Modest use of visualization outside histograms and model fits. Nice event displays but discovery requires lots of events so this type of visualization of secondary importance

	
	Data Quality
	Huge effort to make certain complex apparatus well understood (proper calibrations) and "corrections" properly applied to data. Often requires data to be re-analysed

	
	Data Types
	Raw experimental data in various binary forms with conceptually a name: value syntax for name spanning “chamber readout” to “particle momentum”

	
	Data Analytics
	Initial analysis is processing of experimental data specific to each experiment (ALICE, ATLAS, CMS, LHCb) producing summary information. Second step in analysis uses “exploration” (histograms, scatter-plots) with model fits. Substantial Monte-Carlo computations to estimate analysis quality

	Big Data Specific Challenges (Gaps)
	Analysis system set up before clouds. Clouds have been shown to be effective for this type of problem. Object databases (Objectivity) were explored for this use case but not adopted.

	Big Data Specific Challenges in Mobility 
	None


	Security & Privacy
Requirements
	Not critical although the different experiments keep results confidential until verified and presented.


	Highlight issues for generalizing this use case (e.g. for ref. architecture) 
	Large scale example of an event based analysis with core statistics needed. Also highlights importance of virtual organizations as seen in global collaboration.
The LHC experiments are pioneers of distributed Big Data science infrastructure, and several aspects of the LHC experiments’ workflow highlight issues that other disciplines will need to solve.  These include automation of data distribution, high performance data transfer, and large-scale high-throughput computing.

	More Information (URLs)
	http://grids.ucs.indiana.edu/ptliupages/publications/ Where%20does%20all%20the%20data%20come%20from%20v7.pdf
http://www.es.net/assets/pubs_presos/High-throughput-lessons-from-the-LHC-experience.Johnston.TNC2013.pdf


	Note: <additional comments>



	Use Case Stages
	Data Sources
	Data Usage
	Transformations 
(Data Analytics)
	Infrastructure
	Security
& Privacy

	Particle Physics: Analysis of LHC Large Hadron Collider Data, Discovery of Higgs particle (Scientific Research: Physics)

	Record Raw Data
	CERN LHC Accelerator
	This data is staged at CERN and then distributed across globe for next stage in processing
	LHC has 109 collisions per second; the hardware + software trigger selects “interesting events”. Other utilities distribute data across globe with fast transport
	Accelerator and sophisticated data selection (trigger process) that uses ~7000 cores at CERN to record ~100-500 events each second (1.5 megabytes each)
	N/A

	Process Raw Data to Information
	Disk Files of Raw Data
	Iterative calibration and checking of analysis which has for example “heuristic” track finding algorithms.
Produce “large” full physics files and stripped down Analysis Object Data AOD files that are ~5% original size
	Full analysis code that builds in complete understanding of complex experimental detector.
Also Monte Carlo codes to produce simulated data to evaluate efficiency of experimental detection.
	~200,000 cores arranged in 3 tiers.
Tier 0: CERN
Tier 1: “Major Countries”
Tier 2: Universities and laboratories.

Note processing is compute intensive even though data large
	N/A 

	Physics Analysis
Information to Knowledge/Discovery
	Disk Files of Information including accelerator and Monte Carlo data.

Include wisdom from lots of physicists (papers) in analysis choices
	Use simple statistical techniques (like histograms) and model fits to discover new effects (particles) and put limits on effects not seen
	Classic program is Root from CERN that reads multiple event (AOD) files from selected data sets and use physicist generated C++ code to calculate new quantities such as implied mass of an unstable (new) particle
	Needs convenient access to “all data” but computing is not large per event and so CPU needs are modest.
	Physics discovery get confidential until certified by group and presented at meeting/journal. Data preserved so results reproducible




