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<intro to big data>
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Restrict to what is different now that we have “big data” 
Not trying to create taxonomy of the entire data lifecycle processes and all data types
Keep terms independent of a specific tool
Be mindful of terminology due to the context in different domains (e.g. legal)
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“Big Data” and “Data Science” are currently composites of many terms. 	Break down the concepts first, then define these two at the end
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Get to the bottom line with the definitions.
Then later describe the definitions needed for greater understanding.
[bookmark: _Toc364624785]Big Data Definitions and Taxonomies
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Big data refers to the inability of traditional data architectures to efficiently handle the new data sets. Characteristics that force a new architecture to achieve efficiencies are the dataset characteristics volume, variety of data types, and diversity of data from multiple domains. In addition the data in motion characteristics of velocity, or rate of flow, and variability, as the change in velocity, also result in different architectures or different data lifecycle process orderings to achieve greater efficiencies.
The new big data paradigm occurs when the scale of the data at rest or in motion forces the management of the data to be a significant driver in the system architecture.



Big data consists of advanced techniques that harness independent resources for building scalable data systems when the characteristics of the datasets require new architectures for efficient storage, manipulation, and analysis.
"Big data is when the normal application of current technology doesn't scale sufficiently to enable users to obtain timely, cost-effective, and quality answers to data-driven questions".
“Big  data  is  where  the  data  volume,  acquisition  velocity,  or  data  representation  limits  the  ability  to  perform  effective   analysis  using  traditional  relational  approaches  or  requires   the  use  of  significant  horizontal  scaling  for  efficient   processing”

Our original starting point in M0003:
Big Data Definitions, v1
(Developed at Jan. 15 - 17, 2013 NIST Cloud/BigData Workshop)
Big Data refers to digital data volume, velocity and/or variety that: 
· enable novel approaches to frontier questions previously inaccessible or impractical using current or conventional methods; and/or 
· exceed the storage capacity or analysis capability of current or conventional methods and systems.
· differentiates by storing and analyzing population data and not sample sizes.  

We need to include the following concepts in the definition: 
1. Data at rest and in motion Characteristics -> implying scaling
2. new engineering, new modeling concept beyond relational design and/or physical data storage (Hadoop) or clustered resources
3. process ordering changes in the data lifecycle for efficiency
<We could define the buzzword big data to include them all, then make separate definitions for the subcomponents, like Big Data Characteristics, Big Data Engineering, Big Data Lifecycle?>
Include in motivating prose:
· Data scaling beyond Moore’s Law. Slower drive seek times.
· Moving the processing to the data not the data to the processing (volume)
· This data ties to engineering. Can we define otherwise?
· <contextual examples?>
· Architectures resulting from characteristics?
· Well-known internet or science data examples?
· ? do we have to have volume to make the other characteristics “big”


Correspondingly, as the characteristics of the data and the number of resources continue to scale, then the analysis also begins to change.  Data Science has variously been used as an overarching term to refer to four different concepts.
1. Probabilistic or trending analysis; Correlation not causation; finding questions
2. Reduced reliance on sampling for inclusion of a much greater portion of the data in the analytics
3. Combining domain knowledge; analytics skills; programming expertise
4. Data Characteristics for analysis – veracity, cleanliness, provenance, data types
Of these, the first, second, and fourth can be considered part of a definition for data science, the second for the characteristics of a data scientist.
Data Science is extraction of actionable knowledge directly from data through a process of discovery leading to a probabilistic correlation analysis.
Pattern recognition – more than images
(note bzip2 uses pattern recognition is its compression)
A Data Scientist is a practitioner who has sufficient knowledge of the overlapping regimes of expertise in domain knowledge, analytical skills and programming expertise to manage the analytics process through each stage in the big data lifecycle.
Need to add to prose:
· Veracity, provenance, leakage?
· Veracity – incompleteness, ambiguities, etc
· Dynamisity – timeliness, lifetime of data utility, latency,…
· Value
<new terms to consider>
Viscosity – measuring resistance to flow, friction from integration (related to latency?)
Virality – rapidity of sharing/knowledge of information
· <talk about later>
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The next-to-latest RefArch
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Actors and roles have the same relationship as in the movies; except in system development the Actors can represent individuals, organizations, software or hardware. Examples of Actors include:
· Sensors
· Applications
· Software agents
· Individuals
· Organizations
· Hardware Resources
· Service abstractions
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The roles are the parts the actors play in the overall system. One actor can perform multiple roles. A role can potentially have multiple actors, in the sense that a team may work to provide the system requirements.
Roles potentially external to the reference architecture

Data Provider makes data available to others.
Note: The actor for this role can be in the same organization as the actors for the data system, or they can be external.
· Establishes formal or informal contract for data access authorizations
· Persists data 
· Provide external access rules and services 
· Can message data out to an external system (push)
· Can wait passively for the data to be pulled.

Data Producer is the creator of new data, for example through sensor measurements or application logs. 
Note: This role is not a part of the system, but is a role that is hidden behind the Data Provider, which is the only role the system sees. 
The raw produced data is recorded into either a persistent storage, or into a messaging format that is transmitted to another entity. 
· Generate new data
· Create and record metadata
· Optionally perform cleansing/correcting transformations
· Determines access rights
· Stores data or messages data internal to the organization

Data Consumer accesses the data export APIs of the Data Transformer. 
This role can provide requirements to the System Governor role as a user of the output of the system, whether initially or in a feedback loop. Activities can include: 
· Data visualization software for data exploration 
· Data analysis software to ingest the data into their own system
· Data users to put data to work for the business, for example to convert knowledge produced by the transformers into business rule transformation 
· Customers
· Business Data Consumers?



System Governor – provides requirements for the system.

The System Governor provides the overarching requirements and constraints which the implementation of the reference architecture must fulfill, including policy, architecture, resources, business requirements, etc.  The activities in this role have not changed because of Big Data.
These system requirements/constraints include a number of activities:
· Business Ownership represents the organization that has a specific need that can be translated by the system architect and the data scientist into technical goals to be achieved through some form of data analysis.
· State business need
· Determine needed business information that would address this need
· Provide direction to the data scientist on business goals
Example Actors: C-level executives, agency staff, customers
· Data Governance establishes all policies and regulations are followed throughout the data lifecycle. Provides requirements to the Data Scientist and the Data Transformer, and the Capabilities Manager
· Data Stewardship controls the data and any access requests, or change requests to the data.
· Change Management ensures proper introduction of transformation processes into operational systems
· Data Science ensures all processes are correctly producing the technical goals needed to meet the business need. Specifies what needs to be achieved at each step in the full data lifecycle.
Examples: an individual or team that can translate business goals into technical data lifecycle goals spanning business knowledge, domain and data knowledge, Analytical techniques, and programming
· Translates business goal(s) into technical requirements
· Oversees evaluation of data available from Data Producers
· Directs Transformation Provider by establishing requirements for the collection, curation, analysis of data
· Oversees transformation activities for compliance with requirements

· Data Architecture specifies the requirements for Transformer and Capability Services to ensure efficient data processing, compliance to the rules of the data governance, and satisfaction of the requirements of the Data Scientist. Specifies how the data lifecycle processes should be ordered and executed. 
· Data Model is the translation of the architecture requirements in to the physical model for the data persistence. 
Note: This activity is different for big data. Traditionally the data modeling subset of the architecture tasks ensured the appropriate relational tables stored the data efficiently in a monolithic platform for subsequent analysis. The new task in a big data scenario is to design the distribution of data across resources for efficient access and transformation. Works in conjunction with Big Data Engineer to match data distributions with software characteristics.
· Data Security requirements ensure the appropriate protection of the data from improper external access or manipulation (including protections for restricted data such as PII) and the protection of any data in transit.



System Services 

Data Transformer executes the manipulations of the data lifecycle to meet the requirements established by the Vertical Orchestrator. Performs multiple activities:
· Data Collecting (connect, transport, stage) obtains connection to Data Provider APIs to collect into local system, or to access dynamically when requested.
· Data Curating provides cleansing, outlier removal, standardization for the ingestion and storage processes
· Data Optimizing (Pre-analytics) determines the appropriate data manipulations and indexes to optimize subsequent transformation processes
· Data Analysis – implements the techniques to extract knowledge from the data based on the requirements of the data scientist, who has specified the algorithms to process the data to produce new insights that will address the technical goal.
· Implementing data APIs for data dissemination out of the system
· Data Summarization is not a new concept, but may be required in Big Data systems to allow the data to be exported through the dissemination APIs

Note that many of these tasks have changed, as the algorithms have been re-written to accommodate and be optimized for the horizontally distributed resources.

Capability Services Manager provides resources or services to meet the requirements of the Data architect and the needs of the Data Transformer. There are new responsibilities here for big data to orchestrate resources and network into system.
· Data virtualization
· Big Data Engineering – also functions along with data modelers
· Resource Virtualization Services
· Execution of data distribution across resources based on data architecture specifications
· New File storage like HDFS, GFS, etc
· Data storage software following Big Table, Name-Value, Document, or Graphical varieties
· Data access software such as row or column based indexing for SQL-compliant queries
· New algorithm services to distribute data queries and data storage commands across coupled resources
· New in-transit data security between coupled resources
	

The Transformer and Capabilities activities have changed because of big data. Now the interchange between these two roles operates over a set of independent yet coupled resources. It is in this interchange that the new methods for data distribution over a cluster have developed. Just as simulations went through a process of parallelization (or horizontal scaling) to harness massive numbers of independent process to coordinate them to a single analysis, now Big Data Services perform the orchestration of data processes over horizontally scaled resources.
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· Concepts that are needed later, 
· such as raw data -> information -> knowledge ->  benefit
· (metadata – not clear what’s different)
· Complexity – dependent relationships across records
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· Characteristics: Volume, Variety (many data types; timescales)
· Diversity (many datasets potentially across domains)
· Persistence (flatfiles, RDB, markup, NoSQL )
· NoSQL storage including Big Table, Name-Value, Graph, Document)
· Tier-ed storage (in-memory, cache, SSD, hard disk, network,…_
· Distributed: local, multiple local resources, network-based (horizontal scalability)
Need a discussion of CAP here
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· Velocity (flow rate), 
· Variability (changing flow rate; structure; temporal refresh)
· Accessibility like Data-as-a-Service?
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From the data’s perspective, it goes through a number of processes during each of the four stages of a Data Lifecycle
· Collection –> raw data 
· Curation –> organized information 
· Analysis –> synthesized knowledge
· Action -> value
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In a traditional data warehouse, storage follows curation, and the storage requirements are specified to optimize the specified analytics.
· Data Warehouse -> Curation=ETL with storage after curation 
· Volume -> storage before curation; storing raw data; curation occurs on read (schema on read)
· Velocity -> collection+curation+analytics (alerting) and possibly summarization or aggregation before storage
· Downsizing methods such as aggregation or summarization before connecting big data resources to non-big data resources
· Just as simulations split the analytical processing across clusters of processors, here data processes are redesigned to splitting data transformations, 
· [bookmark: _GoBack]Because the data may be too big to move, the transformation code may be sent across the data persistence resources, rather that the data be extracted and brought to the transformation servers
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<how big must something be to be called “Big”>

Big Data Security and Protection 

<concepts needed here from security, again only what is different about Big Data>
Define implicit PII
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Key points are to meet use cases’ requirements:

Be able to support diversified data sources with variety, volume, and velocity of data

Be able to support various transformation functions such as collect, curate, analysis, visual, and access for a given dataset.

Be able to support mixed of legacy/traditional and cloud computing framework with the additional resource management of hardware, security and Privacy, systems, and lifecycle management. 

 

NBD RA provides abstraction services to meet the use cases’ requirements:

Data Service Abstraction – enable Data Sources Component to subscribe one or more data services at the Transformation Component so that one or more given datasets can be collected, curated, analyzed, visualized, and accessed.  The process results can be used by the Data Usage Component. 

Capability Service Abstraction – enable Transformation Component to subscribe one or more capability services at the Capability Management Component so that given datasets and algorithms can be securely transferred, stored, and executed by the specific computing fabrics such as data storage, networking, and computing cluster.

Usage Service Abstraction – enable Data Sources Component to subscribe one or more protected usage services at the Data Usage Component so that the processing results from the Transformation Component can be retrieved, reported, and rendered. 
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