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Abstract
This document combined the ideas from proposals submitted to the Reference Architecture Subgroup, extracted key requirements from the Requirements Subgroup, and other personal feedback to present a combined view of reference architecture for review and discussion. 

1. Background

Based from the proposals submitted to the NBD Reference Architecture Subgroup such as the M0059 (DataFlow#1, DataFlow#2, Stack/Layer), M0055 (Big Data Architecture Framework) and the requirements extraction from the NBD Requirements Subgroup on M0096 along with constructive feedback from Felix Njeh (U.S. Army Information Technology Agency), Vivek Navale (NARA), Quyen Nguyen (NARA), and Gary Mazzaferro (Consultant), Figure-1 shows the combined view of a reference architecture for review and discussion.
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Figure-1: Combined Contribution Reference Architecture

Key points are to meet the use cases’ requirements:
· Be able to support diversified data sources with variety, volume, and velocity of data
· Be able to support various transformation functions such as collect, curate, analysis, visual, and access for a given dataset.
· Be able to support mixed of legacy/traditional and cloud computing framework with the additional management of hardware, security and Privacy, systems, and lifecycle management. 
 
This reference architecture introduces a set of new Service Abstraction with the intention to meet the use cases’ requirements.  They are:

Data Service Abstraction – enable Data Sources Component to subscribe one or more data services at the Transformation Component so that one or more given datasets can be collected, curated, analyzed, visualized, and accessed.  The process results can be used by the Data Usage Component at a later time.

Capability Service Abstraction – enable Transformation Component to subscribe one or more capability services at the Capability Management Component so that given datasets and algorithms can be securely transferred, stored, and executed by the specific computing fabrics such as data storage, networking, and computing cluster.

Usage Service Abstraction – enable Data Usage Component to subscribe one or more protected usage services from the Transformation so that the processing results from the can be retrieved, reported, and rendered. The Data Usage Component users can be the same users from the Data Sources Component or other consumers or systems. 

Appendix A – High-level Requirements Extraction from M0125

Data Source Requirements:
DSR-1: needs to support reliable real time, streaming, and batch processing to collect data from centralized and distributed data sources, sensors, or instruments. (6: 1, 3, 4, 5, 7, 8)
DSR-2: needs to support slow and high throughput data transmission between data sources and computing clusters. (2: 3,5)
DSR-3: needs to support diversified data content ranging from text to multimedia to instrumental data. (5: 3, 4, 5, 6, 7)
Transformation Requirements:
TR-1: needs to support diversified analytic processing and machines learning techniques (6: 1, 2, 3, 5, 6, 8,)
TR-2: needs to support batch and real time analytic processing (4: 2, 4, 7, 8)
TR-3: needs to support processing diversified data content (2: 1, 6)
TR-4: needs to support processing data in motion (streaming, fetching new content, tracking, etc.) (6: 1, 2, 4, 5, 7, 8)
TR-5: needs to support legacy and advance programming executable and libraries (5: 1, 2, 3, 5, 6)
Data Infrastructure Requirements (to enable Transformation processing):
DIR-1: needs to support legacy and advance software packages (subcomponent: SaaS) (5: 1, 2, 3, 5, 6)
DIR-2: needs to support legacy and advance computing platforms (subcomponent: PaaS) (3: 2, 5, 6)
DIR-3: needs to support legacy and advance distributed computing cluster (subcomponent: IaaS) (6: 1, 2, 3, 5, 6, 7)
DIR-4: needs to support elastic data transmission (subcomponent: networking) (3: 6, 7, 8)
DIR-5: needs to support legacy and advance distributed data storage (subcomponent: storage) (6: 1, 2, 3, 4, 5, 6,)
Data Usage Requirements:
DUR-1: needs to support fast search (~0.1 seconds) from processed data (1: 4)
DUR-2: needs to support diversified output file formats for rendering (7: 1, 2, 3, 4, 5, 6, 7)
DUR-3: needs to support visual layout for results presentation (2: 3, 4)
DUR-4: needs to support rich user interface (2: 3, 6)
DUR-5: needs to support streaming results to clients (1: 2)
Security & Privacy Requirements:
SnPR-1: needs to support security and privacy on protected data (7: 1, 2, 3, 4, 5, 6, 8)
SnPR-2: needs to support multi-level access control on protected data (6: 1, 3, 4, 5, 6, 8)
Lifecycle Management Requirements:
LMR-1: needs to support data quality curation (3: 1, 3, 4)
LMR-2: needs to support dynamic updates on data and user profiles (1: 2)
LMR-3: needs to support data lifecycle policy (1: 4)
LMR-4: needs to support data validation (1: 7)
LMR-5: needs to support human annotation for data validation (1: 6)
System Management Requirements:
SMR-1: needs to support rich user interface from mobile platforms to access processed results (1: 2, 5)
SMR-2: needs to support performance monitoring on analytic processing from mobile platforms (1: 3)
SMR-3: needs to support rich visual content rendering from mobile platforms (4: 1, 4, 5, 6)
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