
NIST Big Data Working Group | Technology Roadmap
Revision: 0.4



NIST Big Data
Technology Roadmap

Version 1.0
Input Listing: M0087



Technology Roadmap Subgroup
NIST Big Data Working Group (NBD-WG)
September, 2013
 

Executive Summary	5
1	Purpose, Background, and Vision	5
1.1	NIST Technology Roadmap Purpose	5
1.2	Big Data Background	5
1.3	NIST Big Data Technology Roadmap Stakeholders	5
1.4	Guiding Principles for Developing the NIST Big Data Technology Roadmap	6
2	NIST Big Data Definitions and Taxonomies (from Def. & Tax. Subgroup)	6
3	Big Data Requirements (from Requirements & SecNPrivacy Subgroups)	6
4	Big Data Reference Architecture (from RA Subgroup)	8
5	Big Data Security and Privacy (from SecNPrivacy Subgroup)	9
6	Big Data Related Multi-stakeholder Collaborative Initiatives	9
6.1	Information and Communications Technologies (IT) Standards Life Cycle	10
6.2	Data Service Abstraction	11
6.2.1	Data Store Registry and Location services	11
6.2.2	Data Store Interfaces	12
6.2.3	Data Stores	12
6.3	Transformation Functions	15
6.3.1	Collection	15
6.3.2	Curation	15
6.3.3	Analytical & Visualization	15
6.3.4	Access	16
6.4	Usage Service Abstraction	16
6.4.1	Retrieve	16
6.4.2	Report	16
6.4.3	Rendering	16
6.5	Capability Service Abstraction	16
6.5.1	Security and Privacy Management	16
6.5.2	System Management	16
6.5.3	Life Cycle Management	17
6.6	Multi-stakeholder Collaborative Initiatives Summary	17
7	Features and Technology Readiness	17
7.1	Technology Readiness	17
7.1.1	Types of Readiness	17
7.1.2	Scale of Technological Readiness	17
7.2	Organizational Readiness and Adoption	18
7.2.1	Types of Readiness	18
7.2.2	Scale of Organizational Readiness	19
7.2.3	Scale of Organizational Adoption	19
7.3	Features Summary	20
7.4	Feature 1: Storage Architecture	24
7.5	Feature 2: Processing Architecture	24
7.6	Feature 3: Resource Managers Architecture	25
7.7	Feature 4: Infrastructure Architecture	25
7.8	Feature 5: Information Architecture	25
7.9	Feature 6: Standards Integration Architecture	25
7.10	Feature 7: Application Architecture	25
7.11	Feature 8: Business Operations	25
7.12	Feature 9: Business Intelligence	25
8	Big Data Mapping and Gap Analysis	26
8.1	Interoperability Standards Mapping	26
8.2	Portability Standards Mapping	26
8.3	Reusability Standards Mapping	26
8.4	Extensibility Standards Mapping	26
8.5	Use Case Analysis	26
8.6	Areas of Standardization Gaps	26
8.7	Gap Analysis and Maturity Model	26
8.8	Standardization Priorities	26
9	Big Data Strategies	26
9.1	Strategy of Adoption	26
9.2	Strategy of Implementation	27
9.3	Resourcing	29
10	Concerns and Assumptions Statement	30
Appendix A: Industry Information	30



[bookmark: _Toc366006499]Executive Summary
Provide executive level overview of the Technology Roadmap, introduce the vision of the document.

Author: Carl
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[bookmark: _Toc366006500]Purpose, Background, and Vision

[bookmark: _Toc366006501]NIST Technology Roadmap Purpose
What are we trying to accomplish with this document.  From Charter: The focus of the NIST Big Data Working Group (NBD-WG) is to form a community of interest from industry, academia, and government, with the goal of developing a consensus definitions, taxonomies, reference architectures, and technology roadmap.  The focus of the NBD-WG Technology Roadmap Subgroup is to form a community of interest from industry, academia, and government, with the goal of developing a consensus vision with recommendations on how Big Data should move forward by performing a good gap analysis through the materials gathered from all other NBD subgroups. This includes setting standardization and adoption priorities through an understanding of what standards are available or under development as part of the recommendations. 

Author: Carl
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[bookmark: _Toc366006502]Big Data Background
An introduction to the state of Big Data in terms of capabilities and features, not focused on products or individual technologies.  This could be where we include other initiatives that are going on within industry, Government, and Academic realms.

Author: 
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[bookmark: _Toc366006503]NIST Big Data Technology Roadmap Stakeholders
Who should read this Tech Roadmap, what should they plan to takeaway from reading this document. Define stakeholders and include a stakeholder matrix that relates to the remaining sections of this document.  This should likely also include a RACI matrix (RACI == Dan’s section)

Author: Carl

	
	Executive Stakeholders
	Technical Architects and Managers
	Quantitative Roles
	Application Development
	Systems Operation
And Administration

	Organizational Adoption and Business Strategy
	R
	A
	C
	C
	I

	Infrastructure and Architecture
	I
	R
	C
	A
	A

	Complex analytics, reporting, and business intelligence
	C
	A
	R
	A
	I

	Programming paradigms and information management
	I
	A
	C
	R
	A

	Deployment, administration, and maintenance
	I
	A
	C
	A
	R



[bookmark: _Toc366006504]Guiding Principles for Developing the NIST Big Data Technology Roadmap

Author: Carl

This document was developed based on the following guiding principles.
· Technologically Agnostic 
· [bookmark: _GoBack]Audience of Industry, Government, and Academia 

[bookmark: _Toc366006505]NIST Big Data Definitions and Taxonomies (from Def. & Tax. Subgroup)
Author: Get from subgroups

[Content Goes Here]
[bookmark: _Toc366006506]Big Data Requirements (from Requirements & SecNPrivacy Subgroups)
Author: Get from subgroups

<Need Intro Paragraph>

Government Operation
1. Census 2010 and 2000 – Title 13 Big Data; Vivek Navale & Quyen Nguyen, NARA
1. National Archives and Records Administration Accession NARA, Search, Retrieve, Preservation; Vivek Navale & Quyen Nguyen, NARA
Commercial
1. Cloud Eco-System, for Financial Industries (Banking, Securities & Investments, Insurance) transacting business within the United States; Pw Carey, Compliance Partners, LLC 
1. Mendeley – An International Network of Research; William Gunn , Mendeley
1. Netflix Movie Service; Geoffrey Fox, Indiana University
1. Web Search; Geoffrey Fox, Indiana University
1. IaaS (Infrastructure as a Service) Big Data Business Continuity & Disaster Recovery (BC/DR) Within A Cloud Eco-System; Pw Carey, Compliance Partners, LLC
1. Cargo Shipping; William Miller, MaCT USA
1. Materials Data for Manufacturing; John Rumble, R&R Data Services
1. Simulation driven Materials Genomics; David Skinner, LBNL
Healthcare and Life Sciences
1. Electronic Medical Record (EMR) Data; Shaun Grannis, Indiana University
1. Pathology Imaging/digital pathology; Fusheng Wang, Emory University
1. Computational Bioimaging; David Skinner, Joaquin Correa, Daniela Ushizima, Joerg Meyer, LBNL
1. Genomic Measurements; Justin Zook, NIST
1. Comparative analysis for metagenomes and genomes; Ernest Szeto, LBNL (Joint Genome Institute)
1. Individualized Diabetes Management; Ying Ding , Indiana University
1. Statistical Relational Artificial Intelligence for Health Care; Sriraam Natarajan, Indiana University
1. World Population Scale Epidemiological Study; Madhav Marathe, Stephen Eubank or Chris Barrett, Virginia Tech
1. Social Contagion Modeling  for Planning, Public Health and Disaster Management; Madhav Marathe or Chris Kuhlman, Virginia Tech  
1. Biodiversity and LifeWatch; Wouter Los, Yuri Demchenko, University of Amsterdam
Deep Learning and Social Media
1. Large-scale Deep Learning; Adam Coates , Stanford University 
1. Organizing large-scale, unstructured collections of consumer photos; David Crandall, Indiana University
1. Truthy: Information diffusion research from Twitter Data; Filippo Menczer, Alessandro Flammini, Emilio Ferrara, Indiana University
1. CINET: Cyberinfrastructure for Network (Graph) Science and Analytics; Madhav Marathe or Keith Bisset, Virginia Tech
1. NIST Information Access Division analytic technology performance measurement, evaluations, and standards; John Garofolo, NIST
The Ecosystem for Research
1. DataNet Federation Consortium DFC; Reagan Moore, University of North Carolina at Chapel Hill 
1. The ‘Discinnet process’, metadata <-> big data global experiment; P. Journeau, Discinnet Labs
1. Semantic Graph-search on Scientific Chemical and Text-based Data; Talapady Bhat, NIST
1. Light source beamlines; Eli Dart, LBNL
Astronomy and Physics
1. Catalina Real-Time Transient Survey (CRTS): a digital, panoramic, synoptic sky survey; S. G. Djorgovski,  Caltech
1. DOE Extreme Data from Cosmological Sky Survey and Simulations; Salman Habib, Argonne National Laboratory; Andrew Connolly, University of Washington
1. Particle Physics: Analysis of LHC Large Hadron Collider Data: Discovery of Higgs particle; Geoffrey Fox, Indiana University; Eli Dart, LBNL
Earth, Environmental and Polar Science
1. EISCAT 3D incoherent scatter radar system; Yin Chen, Cardiff University; Ingemar Häggström, Ingrid Mann, Craig Heinselman, EISCAT Science Association
1. ENVRI, Common Operations of Environmental Research Infrastructure; Yin Chen, Cardiff University
1. Radar Data Analysis for CReSIS Remote Sensing of Ice Sheets; Geoffrey Fox, Indiana University
1. UAVSAR Data Processing, Data Product Delivery, and Data Services; Andrea Donnellan and Jay Parker, NASA JPL
1. NASA LARC/GSFC iRODS Federation Testbed; Brandi Quam, NASA Langley Research Center
1. MERRA Analytic Services MERRA/AS; John L. Schnase & Daniel Q. Duffy , NASA Goddard Space Flight Center
1. Atmospheric Turbulence - Event Discovery and Predictive Analytics; Michael Seablom, NASA HQ
1. Climate Studies using the Community Earth System Model at DOE’s NERSC center; Warren Washington, NCAR
1. DOE-BER Subsurface Biogeochemistry Scientific Focus Area; Deb Agarwal, LBNL
1. DOE-BER AmeriFlux and FLUXNET Networks; Deb Agarwal, LBNL
[bookmark: _Toc366006507]Big Data Reference Architecture (from RA Subgroup)
Author: Get from subgroups
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[bookmark: _Toc366006508]Big Data Security and Privacy (from SecNPrivacy Subgroup)
Author: Get from subgroups
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[bookmark: _Toc364408811][bookmark: _Toc366006509]Big Data Related Multi-stakeholder Collaborative Initiatives
Author: Keith

Big Data has generated interest in a wide variety of organizations, including the de jure standards process, industry consortiums, and open source organizations. Each of these organizations operates differently and focuses on different aspects, but with a common thread that they are “multi-stakeholder collaborative initiatives.”
Integration with appropriate multi-stakeholder collaborative initiatives can assist both in cross-product integration and cross-product knowledge. Identifying which multi-stakeholder collaborative initiative efforts address architectural requirements and which requirements are not currently being addressed provides input for future multi-stakeholder collaborative initiative efforts.
“Multi-stakeholder collaborative initiatives” include:
· Subcommittees and working groups of Accredited Standards Development Organizations (the de jure standards process)
· Industry Consortia 
· Reference implementations
· Open Source implementations
Focusing on initiatives with multiple stakeholders identifies efforts that are supported by multiple vendors, and so are likely to have the broadest market availability. In this section, the phrase "multi-stakeholder collaborative initiative" as a proxy for the de jure process, consortia, reference implementations, open source implementations, etc. so that the entire list does not have to be repeated the entire every time. 
The following sections describe work currently completed, in planning and in progress in the organizations:
· INCITS and ISO – de jure standards process
· IEEE – de jure standards process
· Apache Software Foundation – open source implementations
· W3C – Industry consortium
Any organizations working in this area that are not included in this section are omitted through oversight.
This work is mapped onto the Big Data Reference Architecture abstraction layers:
· Data Service Abstraction 
· Usage Service Abstraction
· Capability Service Abstraction
Within each Abstraction layer, the following characteristics are assessed:
· Interoperability – The ability for one set of application tools to operate against multiple different data sources.
· Portability – This needs a better definition that I have
· Reusability
· Extensibility
In general, I think we will find that the standards support interoperability, but not portability of the source data. 
[bookmark: _Toc366006510]Information and Communications Technologies (IT) Standards Life Cycle
Different multi-stakeholder collaborative initiatives have different processes and different end goals, so the life cycle varies. The following is a broad generalization of the steps in a multi-stakeholder collaborative initiative life cycle:
· No standard
· Under development
· Approved
· Reference implementation
· Testing and certification
· Products/services
· Market acceptance
· Sunset
[bookmark: _Toc366006511]Data Service Abstraction 
The data service abstraction layer needs to support the ability to:
· Identify and locate data stores with relevant information
· Access the data store.
The following sections describe the standards related to:
· Data Store Registry and Location Services
· Data Store Interfaces
· Data Stores
[bookmark: _Toc366006512]Data Store Registry and Location services
While ISO/IEC JTC1 SC32 WG2 has a variety of standards in the areas of registering metadata, there are no standards to support creating a registry of the content and location of data stores.
	Data Store Interface
	Standards Group
	Related Standards

	Metadata

	INCITS DM32.8 & ISO/IEC JTC1 SC32 WG2
	The ISO/IEC 11179 series of standards provides specifications for the structure of a metadata registry and the procedures for the operation of such a registry. These standards address the semantics of data (both terminological and computational), the representation of data, and the registration of the descriptions of that data. It is through these descriptions that an accurate understanding of the semantics and a useful depiction of the data are found. These standards promote:

· Standard description of data
· Common understanding of data across organizational elements and between organizations
· Re-use and standardization of data over time, space, and applications
· Harmonization and standardization of data within an organization and across organizations
· Management of the components of data
· Re-use of the components of data



	
	INCITS DM32.8 & ISO/IEC JTC1 SC32 WG2
	The ISO/IEC 19763 series of standards provides specifications for a metamodel framework for interoperability. In this context interoperability should be interpreted in its broadest sense: the capability to communicate, execute programs, or transfer data among various functional units in a manner that requires the user to have little or no knowledge of the unique characteristics of those units (ISO/IEC 2382-1:1993). ISO/IEC 19763 will eventually cover:

· A core model to provide common facilities
· A basic mapping model to allow for the common semantics of two models to be registered
· A metamodel for the registration of ontologies
· A metamodel for the registration of information models
· A metamodel for the registration of process models
· A metamodel for the registration of models of services, principally web services
· A metamodel for the registration of roles and goals associated with processes and services
· A metamodel for the registration of form designs




[bookmark: _Toc366006513]Data Store Interfaces

	Data Store Interface
	Standards Group
	Related Standards

	SQL/CLI
	INCITS DM32.2 & ISO/IEC JTC1 SC32 WG3
	ISO/IEC 9075-9:2008 Information technology – Database languages – SQL – Part 9: Management of External Data (SQL/MED) supports mapping external files underneath an SQL interface.

	JDBC™
	Java Community ProcessSM
	JDBC™ 4.0 API Specification

	MapReduce
	Apache
	Apache Hadoop (http://projects.apache.org/projects/hadoop.html)

	???
	
	



[bookmark: _Toc366006514]Data Stores
The Data Service Abstraction layer needs to support a variety of data retrieval mechanisms including (but not limited to):
· Flat Files with known structure
· Flat files with free text
· XML documents
· SQL Databases
· Audio, Picture, Multimedia, and Hypermedia 
· Spatial Data
· Sensor network data
· Streaming data – Video
· Steaming data – Textual
· NoSQL Data Stores

	Data Source
	Standards Group
	Related Standards

	Flat Files with known structure
	INCITS DM32.2 & ISO/IEC JTC1 SC32 WG3
	ISO/IEC 9075-9:2008 Information technology -- Database languages -- SQL -- Part 9: Management of External Data (SQL/MED) supports mapping external files underneath an SQL interface.

	Text
	INCITS DM32.2 & ISO/IEC JTC1 SC32 WG4
	ISO/IEC 13249-2 SQL/MM Part 2: Full Text provides full information retrieval capabilities and complement SQL and SQL/XML. SQL/XML provides facilities to manage XML structured data while MM Part 2 provides contents based retrieval.

	XML documents
	W3C XQuery Working Group
	XQuery 3.0: An XML Query Language -- uses the structure of XML to express queries across all these kinds of data, whether physically stored in XML or viewed as XML via middleware.

	
	INCITS DM32.2 & ISO/IEC JTC1 SC32 WG3
	ISO/IEC 9075-14:2011 Information technology -- Database languages -- SQL -- Part 14: XML-Related Specifications (SQL/XML) supports the storage and retrieval of XML documents in SQL databases

	SQL Databases
	INCITS DM32.2 & ISO/IEC JTC1 SC32 WG3
	The SQL Database Language is defined by the ISO/IEC 9075 family of standards:
· ISO/IEC 9075-1:2011 Information technology -- Database languages -- SQL -- Part 1: Framework (SQL/Framework) 
· ISO/IEC 9075-2:2011 Information technology -- Database languages -- SQL -- Part 2: Foundation (SQL/Foundation) 
· ISO/IEC 9075-3:2008 Information technology -- Database languages -- SQL -- Part 3: Call-Level Interface (SQL/CLI) 
· ISO/IEC 9075-4:2011 Information technology -- Database languages -- SQL -- Part 4: Persistent Stored Modules (SQL/PSM) 
· ISO/IEC 9075-9:2008 Information technology -- Database languages -- SQL -- Part 9: Management of External Data (SQL/MED) 
· ISO/IEC 9075-10:2008 Information technology -- Database languages -- SQL -- Part 10: Object Language Bindings (SQL/OLB) 
· ISO/IEC 9075-11:2011 Information technology -- Database languages -- SQL -- Part 11: Information and Definition Schemas (SQL/Schemata) 
· ISO/IEC 9075-13:2008 Information technology -- Database languages -- SQL -- Part 13: SQL Routines and Types Using the Java TM Programming Language (SQL/JRT)
· ISO/IEC 9075-14:2011 Information technology -- Database languages -- SQL -- Part 14: XML-Related Specifications (SQL/XML)

	Audio, Picture, Multimedia, and Hypermedia 
	INCITS L3 & ISO/IEC JTC 1 SC29
	ISO/IEC 9281:1990 Information technology -- Picture coding methods
ISO/IEC 10918:1994 Information technology -- Digital compression and coding of continuous-tone still images
ISO/IEC 11172:1993 Information technology -- Coding of moving pictures and associated audio for digital storage media at up to about 1,5 Mbit/s
ISO/IEC 13818:2013 Information technology -- Generic coding of moving pictures and associated audio information
ISO/IEC 14496:2010 Information technology -- Coding of audio-visual objects
ISO/IEC 15444:2011 Information technology -- JPEG 2000 image coding system
ISO/IEC 21000:2003 Information technology -- Multimedia framework (MPEG-21)

	
	INCITS DM32.2 & ISO/IEC JTC1 SC32 WG4
	ISO/IEC 13249-5 Part 5: Still Image provides basic functionalities for Image data management within SQL databases.

	Spatial Data

	INCITS L1 - Geographical Information Systems & ISO/TC 211 – Geographic information/Geomatics 
	ISO 6709:2008 Standard representation of geographic point location by coordinates
Other core standards?

	
	Open GIS Consortium
	Need to identify the core standards in this area

	
	INCITS DM32.2 & ISO/IEC JTC1 SC32 WG4
	ISO/IEC 13249-3 Part 3: Spatial provides all the functionalities required to support geo applications. Most big data application now includes processing of GPS data together with geographic information. Thus Part 3: Spatial is also one of the key components of big data applications. This work is carefully coordinated with ISO TC 211 and the Open GIS Consortium

	Sensor network data
	IEEE
	ISO IEEE 21451 series of sensor standards and standards projects e.g. ISO IEEE 21451-2 Information technology -- Smart transducer interface for sensors and actuators -- Part 2: Transducer to microprocessor communication protocols and Transducer Electronic Data Sheet (TEDS) formats 
ISO IEEE 21451-7 Standard for Information Technology - Smart Transducer Interface for Sensors and Actuators - Transducers to Radio Frequency Identification (RFID) Systems Communication Protocols and Transducer Electronic Data Sheet Formats 

	Streaming data – Video 
	IEEE
	IEEE 2200-2012 Standard Protocol for Stream Management in Media Client Devices

	Streaming Data -- Textual
	INCITS DM32.2 & ISO/IEC JTC1 SC32 WG4
	ISO/IEC 9075-2:201x Information technology -- Database languages -- SQL -- Part 2: Foundation (SQL/Foundation) supports queries using regular expressions across series of rows, but does not (yet) support operating on data streams

	NoSQL Data Stores
	Apache Software Foundation
	Apache Cassandra (http://projects.apache.org/projects/cassandra.html)
Apache Hadoop (http://projects.apache.org/projects/hadoop.html)
Apache Hbase (http://projects.apache.org/projects/hbase.html)

	
	Various
	A large number of “open source” products exist



[bookmark: _Toc366006515]Transformation Functions
[bookmark: _Toc366006516]Collection
[bookmark: _Toc366006517]Curation
[bookmark: _Toc366006518]Analytical & Visualization
http://www.r-project.org/ The R Project for Statistical Computing
[bookmark: _Toc366006519]Access
[bookmark: _Toc366006520]Usage Service Abstraction
[bookmark: _Toc366006521]Retrieve
[bookmark: _Toc366006522]Report
[bookmark: _Toc366006523]Rendering
[bookmark: _Toc366006524]Capability Service Abstraction
[bookmark: _Toc366006525]Security and Privacy Management
	Requirement
	Standards Group
	Related Standards

	Infrastructure Security
	INCITS  CS1 & ISO/IEC JTC 1/SC 27
	ISO/IEC 15408-2009 Information technology -- Security techniques -- Evaluation criteria for IT security
ISO/IEC 27010:2012 Information technology -- Security techniques -- Information security management for inter-sector and inter-organizational communications
ISO/IEC 27033-1:2009 Information technology -- Security techniques -- Network security
ISO/IEC TR 14516:2002 Information technology -- Security techniques -- Guidelines for the use and management of Trusted Third Party services

	Data Privacy
	
	ISO/IEC 29100:2011 Information technology -- Security techniques -- Privacy framework

	Data Management, Securing data stores, Key management, and ownership of data
	
	ISO/IEC 9798:2010 Information technology -- Security techniques -- Entity authentication
ISO/IEC 11770:2010 Information technology -- Security techniques -- Key management


	Integrity and Reactive Security
	
	ISO/IEC 27035:2011 Information technology -- Security techniques -- Information security incident management
ISO/IEC 27037:2012 Information technology -- Security techniques -- Guidelines for identification, collection, acquisition and preservation of digital evidence

	
	
	

	
	
	

	
	
	



[bookmark: _Toc366006526]System Management
	Requirement
	Standards Group
	Related Standards

	?
	Distributed Management Task Force
	ISO/IEC 13187: 2011 “Information Technology – Server Management Command Line Protocol (SM CLP) Specification” 
ISO/IEC 17203 2011 “Open Virtualization Format”


[bookmark: _Toc366006527]Life Cycle Management
[bookmark: _Toc366006528]Multi-stakeholder Collaborative Initiatives Summary
The following significant gaps exist in standards to support the Big Data Reference Architecture described in this document:
1. Support for Data Store Registry and Location services
2. Support for a standard way to query, summarize, and retrieve data across disparate data stores
3. ????
[bookmark: _Toc366006529]Features and Technology Readiness
[bookmark: _Toc366006530]Technology Readiness
Author: Dan

The technological readiness for Big Data serves as metric useful in assessing both the overall maturity of a technology across all implementers as well as the readiness of a technology for broad use within an organization.  Technology readiness evaluates readiness types in a manner similar to that of technology readiness in Service-Oriented Architectures (SOA).  However, the scale of readiness is adapted to better mimic the growth of open source technologies, notably those which follow models similar to the Apache Software Foundation (ASF).  Figure 1 provides a superimposition of the readiness scale on a widely recognized "hype curve."  This ensures that organizations which have successfully evaluated and adopted aspects of SOA can apply similar processes to assessing and deploying Big Data technologies.

[bookmark: h.ovdezwr0nwum][bookmark: _Toc366006531]Types of Readiness
· Architecture: Capabilities concerning the overall architecture of the technology and some parts of the underlying infrastructure
· Deployment: Capabilities concerning the architecture realization infrastructure deployment, and tools
· Information: Capabilities concerning information management: data models, message formats, master data management, etc.
· Operations, Administration and Management: Capabilities concerning post-deployment management and administration of the technology
[bookmark: h.v75a9c5in2v9][bookmark: _Toc366006532]Scale of Technological Readiness
1. Emerging
· Technology is largely still in research and development
· Access is limited to the developers of the technology
· Research is largely being conducted within academic or commercial laboratories
· Scalability of the technology is not assessed
2. Incubating
· Technology is functional outside laboratory environments
· Builds may be unstable
· Release cycles are rapid
· Documentation is sparse or rapidly evolving
· Scalability of the technology is demonstrated but not widely applied
3. Reference Implementation
· One or more reference implementations are available
· Reference implementations are usable at scale
· The technology may have limited adoption outside of its core development community
· Documentation is available and mainly accurate
4. Emerging Adoption
· Wider adoption beyond the core community of developers
· Proven in a range of applications and environments
· Significant training and documentation is available
5. Evolving
· Enhancement-specific implementations may be available
· Tool suites are available to ease interaction with the technology
· The technology competes with others for market share
6. Standardized
· Draft standards are in place
· Mature processes exist for implementation
· Best practices are defined
[bookmark: _Toc366006533]Organizational Readiness and Adoption
Technological readiness is useful for assessing the maturity of the technology components which make up Big Data implementations.  However, successful utilization of Big Data technologies within an organization strongly benefits from an assessment of both the readiness of the organization and its level of adoption with respect to Big Data technologies.  As with the domains and measures for the Technology Readiness scale, we choose definitions similar to those used for SOA.
[bookmark: h.yvy2k93mkruv][bookmark: _Toc366006534]Types of Readiness
[bookmark: h.v0cxdc2src3t][bookmark: h.mlan6ahtrn3g]Organizational Readiness Domains
· Business and Strategy: Capabilities that provide organizational constructs necessary for Big Data initiatives to succeed.  These include a clear and compelling business motivation for adopting Big Data technologies, expected benefits, funding models etc.
· Governance: The readiness of governance policies and processes to be applied to the technologies adopted as part of a Big Data initiative.  Additionally, readiness of governance policies and processes for application to the data managed and operated on as part of a Big Data initiative.
· Projects, Portfolios, and Services: Readiness with respect to the planning and implementation of Big Data efforts.  Readiness extends to quality and integration of data, as well as readiness for planning and usage of Big Data technology solutions.
· Organization: Competence and skills development within an organization regarding the use and management of Big Data technologies.  This includes, but is not limited to, readiness within IT departments (e.g., service delivery, security, and infrastructure) and analyst groups (e.g. methodologies, integration strategies, etc.).
[bookmark: h.93vk9opio08d][bookmark: _Toc366006535]Scale of Organizational Readiness
1. No Big Data
· No awareness or efforts around Big Data exist in the organization
2. Ad Hoc
· Awareness of Big Data exists
· Some groups are building solutions
· No Big Data plan is being followed
3. Opportunistic
· An approach to building Big Data solutions is being determined
· The approach is opportunistically applied, but is not widely accepted or adopted within the organization
4. Systematic
· The organizational approach to Big Data has been reviewed and accepted by multiple affected parties.
· The approach is repeatable throughout the organization and nearly-always followed.
5. Managed
· Metrics have been defined and are routinely collected for Big Data projects
· Defined metrics are routinely assessed and provide insight into the effectiveness of Big Data projects
6. Optimized
· Metrics are always gathered and assessed to incrementally improve Big Data capabilities within the organization.
· Guidelines and assets are maintained to ensure relevancy and correctness
[bookmark: h.kpmk44apl81t][bookmark: _Toc366006536]Scale of Organizational Adoption
1. No Adoption
· No current adoption of Big Data technologies within the organization
2. Project 
· Individual projects implement Big Data technologies as they are appropriate
3. Program
· A small group of projects share an implementation of Big Data technologies
· The group of projects share a single management structure and are smaller than a business unit
4. Divisional
· Big Data technologies are implemented consistently across a business unit
5. Cross-Divisional
· Big Data technologies are consistently implemented by multiple divisions with a common approach
· Big Data technologies across divisions are at an organizational readiness level of Systematic or higher
6. Enterprise
· Big Data technologies are implemented consistently across the enterprise
· Organizational readiness is at level of Systematic or higher

[image: ]
Figure 1 Technology Readiness levels visualized along Gartner's "hype curve."

[bookmark: _Toc366006537]Features Summary

Author: Bruno

The NIST Roadmap is composed of features that outline the current and future state of Big Data. These features consists of two categories:  1) Architecture, and, 2) Business.  Within these two categories are the Top Nine Features.  What is the importance of having the Roadmap portray features?  The ability for technical and business stakeholders to view the current and future state of features enables such individuals to better make decisions in using Big Data.

The reasoning of how the NIST Working Group arrived at these two categories and nine features is primarily due to the rationalizing of the Big Data landscape.  The Architecture and Business categories were arrived at by the realization that the two larger work-streams to Big Data are the technical and business aspects.  The features were derived by inputs from the Reference Architecture, Use Cases, Requirements, and, Readiness.  The below diagram displays the inputs and relationships between the NIST artifacts and the Roadmap.

[image: ]


Each feature also interacts with one of the four abstract roles:  1) Technical, 2) Analyst, 3) Management, and, 4) End Consumer.  These abstract role groups consist of the ten specific roles defined by the NIST Working Group (see diagram below).

[image: ]

The below tables outlines the value statements for each of the Big Data features.  In addition, the NIST Working Group has mapped each feature to technology and organizational readiness.   

	Feature
	Value Statement
	Roles
	Readiness

	Storage Architecture
	Storage Architecture defines how big data is logically organized, distributed, and stored.   The volume and velocity of big data frequently means that traditional (file systems, RDBMS) solutions will not hold up to one or both of these attributes.   
	TBD
	TBD

	Processing Architecture
	Processing Architectures defines how data is operated on in the big data environment.   The volume or velocity of big data often means that analysis of the data requires more resources (memory, cpu cycles) than are available on a single compute node and that the processing of the data must be distributed and coordinated across many nodes.
	TBD
	TBD

	Resource Managers Architecture
	Because many big data storage and processing architectures are distributed and no single storage and processing solution may meet the needs of the end user, resource management solutions are required to manage and allocate resources across disparate frameworks.
	TBD
	TBD

	
Infrastructure Architecture

	Big Data requires the ability to operate with sufficient network and infrastructure backbone.  For Big Data to deploy, it is critical that the Infrastructure Architecture has been right-sized. 
	TBD
	TBD

	
Information Architecture

	Prior to any Big Data decision, the data itself needs to be reviewed for its informational value.  
	TBD
	TBD

	Standards Integration Architecture
	
Integration with appropriate standards (de jure, consortia, reference implementation, open source implementation, etc.) can assist both in cross-product integration and cross-product knowledge. Identifying which standards efforts address architectural requirements and which requirements are not currently being addressed provides input for future standards efforts.

	TBD
	TBD

	Applications Architecture
	The building blocks of applications are data.  The Application Lifecycle Management needs to take into consideration how applications will interact with a Big Data solution.
	TBD
	TBD

	Business Operations
	Big Data is more than just technology, but also a cultural and organizational transformation.  Business Operations need to be able to strategize, deploy, adopt, and, operate Big Data solutions.
	TBD
	TBD

	Business Intelligence
	The presenting of data into information, intelligence, and, insight is typically the end value of Big Data.  
	TBD
	TBD



The top features of the Roadmap can also be viewed visually.  The below diagram is a fictional example of the features and their level of value, spanning readiness level.
[image: ]



[bookmark: _Toc366006538]Feature 1: Storage Architecture 
Same as 2.3. 
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[bookmark: _Toc366006539]Feature 2: Processing Architecture
Same as 2.3. 
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[bookmark: _Toc366006540]Feature 3: Resource Managers Architecture
Same as 2.3. 
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[bookmark: _Toc366006541]Feature 4: Infrastructure Architecture
Same as 2.3. 
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[bookmark: _Toc366006542]Feature 5: Information Architecture
Same as 2.3. Ideally we would target the top 10.
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[bookmark: _Toc366006543]Feature 6: Standards Integration Architecture
Same as 2.3. Ideally we would target the top 10.
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[bookmark: _Toc366006544]Feature 7: Application Architecture
Same as 2.3. Ideally we would target the top 10.
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[bookmark: _Toc366006545]Feature 8: Business Operations
Same as 2.3. Ideally we would target the top 10.
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[bookmark: _Toc366006546]Feature 9: Business Intelligence
Same as 2.3. Ideally we would target the top 10.
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[bookmark: _Toc366006547]Big Data Mapping and Gap Analysis
[bookmark: _Toc366006548]Interoperability Standards Mapping
[bookmark: _Toc366006549]Portability Standards Mapping
[bookmark: _Toc366006550]Reusability Standards Mapping
[bookmark: _Toc366006551]Extensibility Standards Mapping
[bookmark: _Toc366006552]Use Case Analysis
[bookmark: _Toc366006553]Areas of Standardization Gaps
[bookmark: _Toc366006554]Gap Analysis and Maturity Model
Define our approach of using a maturity model to objectively rank capabilities / features.  Should map the table used in 2.1 to rank.  This should also be the “as-is” look at the capabilities today. 08.09.2013: DOD Technology Readiness Levels
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[bookmark: _Toc366006555]Standardization Priorities 
On hold
[bookmark: _Toc366006556]Big Data Strategies 
[bookmark: _Toc366006557]Strategy of Adoption
This is where we discuss the “marketing” approach to be taken within an organization to develop value for a Big Data implementation.  Key here would be for audience to now understand the capabilities and then what actions can they start to take with building their own Big Data program.  This should include our socialization strategy.

Author: Keith
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[bookmark: _Toc366006558]Strategy of Implementation
Author: Bruno

The NIST Roadmap Working Group cannot provide the answer for every organization on how to decide on which Big Data solution to use.  The Working Group can provide general direction for stakeholders on how to incorporate Roadmap artifacts into decision making. A Big Data Framework has been designed to enable stakeholders to make decisions based on an agnostic approach.  
To assist in deciding on how to decide on Big Data for an organization, templates, business conversations, and, dependencies have been outlined by the NIST Working Group. 
A set of templates have been created to provide both a technology and methodology agnostic approach in making a decision on Big Data. The following describes the upcoming templates to be provided:
1. Internal workshops:  This is a daily agenda format providing an outline for a team to collaborate on Big Data strategizing.
2. Readiness Self-Assessment:  This template provides an approach to defining if the organization and its technology is prepared for Big Data.
3. Questionnaire:  This template provides example Big Data questions a team should ask themselves.
4. Vendor Management:  This template explains how a team can use its findings and incorporate them into an RFI, RFQ, or, RFP.
For the above templates, business conversations will typically drive the Big Data course-of-action.  Five types of business conversations are:
1. Optimize:  This conversation revolves around how Big Data will improve the efficiency of the business, to include processes, CAPEX and OPEX.
2. Agility:  This conversation revolves around Big Data assisting in the ability to pivot to the demands of the market, customers, and, any other dependencies.
3. Innovate:  This conversation revolves around Big Data assisting the business to create new ways to operate.
4. Compliance:  This conversation revolves around Big Data supporting audit capabilities for industry and government standards as:  SOX, HIPAA, SEC, etc.
5. Green:  This conversation revolves around Big Data supporting Green initiatives for the business.
The templates and business conversations have dependencies.  These dependencies have two groups: 1) Business, and, 2) Technology.
The following are the Business dependencies which feed into the templates and business conversations:
1. Culture
2. Organizational (Structure, Silos, Processes)
3. Governance
4. Fiscal Planning
5. Mergers & Acquisitions
The following are the Technology dependencies which feed into the templates and business conversations:
1. As-Is Architecture
2. IT Roadmap
3. IT Team (Skills and Aptitude)
4. IT Services Catalogue
5. Bill-of-IT
6. Vendor Strategy
Below is an output example of how a template can assist stakeholders in articulating their Big Data needs:
	Business Conversation
	Value
	Big Data
Feature
	Readiness Level
	Use Cases
	Actors

	
Agility: 

IT needs to provide Marketing the ability respond real-time to acquiring on-line customers
	
Value Statement:

Lower cost of acquiring new customers by ‘X’ percent by October 1st.
	
Roadmap Feature:

Business Intelligence
(Real-Time BI)

[Reference Architecture capabilities can also be outlined here as well.]


	
Technology:

Reference Implementation
-One or more reference implementations are available
-Reference implementations are usable at scale


Organization:

Ad Hoc
-Awareness of Big Data exists
-Some groups are building solutions
-No Big Data plan is being followed

	
Use Cases:

#1, 3,6


	
Management:  
-On-line Marketing Officer
-Revenue Officer

Analyst:
-Online Marketing  Leads (5)

Technical:
Network SME
Datacenter SME
Infrastructure SME
CRM Data SME 
Storage SME (TBD)

End Consumer:
-Online Customers
-Retail Stores (TBD)


	
	
	
	
	
	



[bookmark: _Toc366006559]Resourcing
What are the types of skills, how many types of people, where should an organization start with building their Big Data team?  If we can provide the types of skills, and an estimate of how many (obviously dependent on organization size), we could give organizations a starting point for building their Big Data team. Alignment with readiness indicators.
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[bookmark: _Toc366006560]Concerns and Assumptions Statement
Include our master file we are developing to integrate across subgroups.
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[bookmark: _Toc366006561]Appendix A: Industry Information
There was some discussion as it relates to discussing the industry as a whole, what products are out there, what architectures are in place. Need to decide if we think this is valid.  I think this section could be dangerous in meeting our product agnostic approach.
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