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NIST Big Data Working Group: Definitions & Taxonomy Subgroup 
Co-Chairs: Nancy Grady (SAIC), Natasha Balac(SDSC), Eugene Luster (R2AD)
Meetings going forward: Mondays 11:00-13:00 EDT

Plan: follow the Cloud Definitions document. 
Fold taxonomy into reference architecture, again following cloud document

Comments on Taxonomy development process

Again we must decide if we’re doing a taxonomy of data in general, or just big data.
This will obviously be driven by the reference architecture

We could work it in categories:
· Physical objects
· Processes
· Information bearing entities
· Information content entities
· Abstract things
· Relations between objects/processes

We need to consider our audience/stakeholders/uses of the taxonomy



Introduction:

Restrict to what is different now that we have “big data” 
[We will have to provide some introductory background before moving into definitions]
Not trying to create taxonomy of the entire data lifecycle processes and all data types
Keep terms independent of a specific tool
Consider if we need to overlap with cloud.



(1) Data Element Characteristics

Metadata

Primary data - Raw Data as originally collected 
Secondary data – Data that has been organized into useful information
Tertiary data – Information that has been analyzed to produce knowledge/insight
?? data – wisdom

Meta-data – data about data

Semantic representation, DOI, URI

[We have had much discussion of data types, but no consensus on what is different with big data. We will need to decide if a data taxonomy is needed, but that may be beyond the scope of our effort here.]

Complexity – inter-relatedness of data records (such as found in genome)

? data lifetime – beyond which data is no longer relevant/useful/valid 
data refresh – time scale for the data to be refreshed 
quality

Privacy from scaling – combining datasets that do not have PII and result in identification and loss of privacy



(2) Dataset-at-rest characteristics 

Volume – amount of data
Variety/Complexity – data types (structured, unstructured, etc…)
Variety/Complexity – numbers of datasets
Variety/Complexity – different refresh rates or timescales
e.g. grid
? localized, distributed

Schema on read –

(3) Persistence Paradigms (logical storage architectures)

Flat files (text, binary)

Messages

Markup

Relational database

NoSQL (no SQL, new SQL, not only SQL)
Big table
Name-value pairs
Graph


Tiered Storage concepts?
In-memory
SSD
hard disk drive
archive - 


Do we need any Semantic (smart) web concepts?
Security – cell, row, column, perimeter


Aggregation

Local - 
Cluster - 
Distributed - 
Federated - 

Horizontal Scaling


Indexing – row/column



(4) Dataset-in-motion characteristics 

Velocity – rate of flow of data
Data streaming
Variability (Variability) – changing velocity 
Variability (Context) - change structure, content, etc…

Data portability – data can be transmitted in a machine interpretable fashion?
Data availability – can be accessed externally (like open data initiative)
DaaS
APIs
? data services

Internet of Things – scaling in sensors


(5) Data-in-motion Paradigms

streaming data – one record at a time, e.g. a message
batch data – a number of records at a time, e.g. a JSON file

Do we need accessibility concepts?

Data-as-a-Service – is this a new concept we need (following IaaS, PaaS, and SaaS)?
APIs?
Query processes (SQL, SPARKL, etc)






(7) Changing Analytics Paradigm – Data Science

Statistics – rigorous causal analysis of carefully sampled data
Data Mining – approximate causal analysis of repurposed data carefully sampled

Data Science – probabilistic analysis/trending of large selection or even entire dataset
Data Science – correlation not necessarily causation
Data Science – determine the questions and not the answers
Data Science – getting an answer by solving a simpler problem
Data Science - Venn diagram – domain, analytics, programming

(8) Changing Analytics Processes

While the basic data lifecycle processes remain the same, the order in which they are done can change.

The simplest data lifecycle process is:

Collection -> data
Curation -> information
Analysis -> knowledge
Action -> wisdom resulting in benefit benefit (putting the knowledge to work)


Security 


Veracity – precision/accuracy/timeliness of the data

Provenance – a particular kind of metadata about the history (pedigree) of the dataset (how analyzed, etc)

Cleanliness/Quality – more data vs more 

Obsolescence

Filtering


MapReduce – data query distribution
Grid computing – data processing distribution
??? for when horizontal scalability is insufficient

is there a need for concept of processes being coupled (when multiple processes are not independet)? Are there any that cannot be decoupled.

Data integration/matching – different primary, but secondary fields that can be correlated

Crawlers
Bots

Network Throtting
Filtering

(9) Changing Process Ordering


Traditional Data Warehouse
ETL
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Volume

Store before transform
ELT

Velocity
Persist after analyze

Variety – many datasets
Don’t ETL







(10) Physical Hardware Definitions?


(11) Logical Layer Definitions?


(12) Metrics (to understand when you need a “new” architecture)

Service Level Agreements
	May require data reduction
Scalability

[review requirements and reference architecture subgroups]


(13) Additional software definitions

Stakeholders – who needs to use what we’re working on
Everybody

Procurement – specificy requirements, analyze capability



Roles and Responsibility

Producer – produce data
Owner – in charge of the use of the data, allows sharing
Steward – the entity maintaining the data

Aggregator – entity that aggregates access to data
Messenger – messaging entity
Data intermediary


User – entity 

Data Scientist


Data process entity – executes the process
	Cleanser
	Analyst


Process

What are new processes that exist because of big data
Appendix A The following is for reference purposes only.

We are not trying to follow any specific process, this one is given as an example when we want to determine what are the new processes from “big data”



There are many definitions of a data lifecycle. For the taxonomy we’ll need to see what processes are new, and what of the current processes we need to include.

We can look for example at the CRISP-DM set of data processes (will upload pdf to NBDWG site) to see if there are any changes due to “big data” from this lifecycle set of processes. CRISP-DM was a consortium led by NCR and SPSS and OHRA in 1999/2000, which created a description of the processes in the data lifecycle (not the tools or techniques).


We can look through these to help guide our taxonomy, or alternatively see what cannot be accommodated in this set of processes now that we have big data.
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Outline of Data processes (not necessarily big data, just general data processes)
Notice that every step may determine that you step back to a “prior” process. 

Business Understanding
	Objectives goals
	Data Mining goals
	Plan
Data Understanding
	Collect initial data
	Describe data
	Explore data
	Verify Data Quality
Data Preparation
	Select data
	Clean data
	Construct data
	Integrate data
	Format data
Modeling
	Select modeling technique
	Generate test design
Evaluation
	Evaluate results
	Review process
	Determine next steps
Deployment
	Plan deployment
Plan monitoring and maintenance 
Produce final report
Review project







Appendix B

Open questions:

How do we define metrics to indicate when it’s “big data”?

How do we define processes and metrics to guide procurement?

What of the cloud infrastructure/terms/etc do we need to modify for big data?

How much do we need to consider data types? 
	(see definition category 1)
Correspondingly do we need to consider the objectives of the data analysis?

Is there something in the scalability of the internet of things we need to consider? 
	(see category 6)

What security concepts are needed for “big data”?
	Say something like data element/row/column security?

What concepts do we need to include from the open data initiative?

What concepts do we need from data repositories, e.g. data.gov

Is there value in other collaborative tools like social for asynchronous discussion?
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